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The γ n → π 0n differential cross section evaluated for 27 energy bins span the photon-energy range 290–
813 MeV (W = 1.195–1.553 GeV) and the pion c.m. polar production angles, ranging from 18◦ to 162◦, making
use of model-dependent nuclear corrections to extract π 0 production data on the neutron from measurements
on the deuteron target. Additionally, the total photoabsorption cross section was measured. The tagged photon
beam produced by the 883 MeV electron beam of the Mainz Microtron MAMI was used for the π0-meson
production. Our accumulation of 3.6 × 106 γ n → π 0n events allowed a detailed study of the reaction dynamics.
Our data are in reasonable agreement with previous A2 measurements and extend them to lower energies. The
data are compared with predictions of previous SAID, MAID, and BnGa partial-wave analyses and to the latest
SAID fit MA19 that included our data. Selected photon-decay amplitudes N∗ → γ n at the resonance poles are
determined for the first time.

DOI: 10.1103/PhysRevC.100.065205

*igor@gwu.edu

2469-9985/2019/100(6)/065205(13) 065205-1 ©2019 American Physical Society



W. J. BRISCOE et al. PHYSICAL REVIEW C 100, 065205 (2019)

I. INTRODUCTION

The N∗ and �∗ families of nucleon resonances have many
well-established members [1], several of which overlap, hav-
ing very similar masses and widths but different JP spin-parity
values. There are two closely spaced states above the famous
�(1232)3/2+ resonance: N (1520)3/2− and N (1535)1/2−.

One critical issue in the study of meson photoproduction
on the nucleon comes from isospin. While isospin can change
at the photon vertex, it must be conserved at the final hadronic
vertex. The isospin amplitudes for the γ N → πN reactions
are decomposed into three distinct I = 1/2 (proton and neu-
tron) and I = 3/2 isospin components, Aγ ,π0 p/n = ±AI=1/2

p/n +
2
3 AI=3/2 and Aγ ,π± = √

2(AI=1/2
p/n ∓ 1

3 AI=3/2) (see Ref. [2]).
This expression indicates that the I = 3/2 multipoles can be
entirely determined from proton target data. However, mea-
surements from datasets with both neutron and proton targets
are required to determine the isospin I = 1/2 amplitudes and
to separate the γ pN∗ and γ nN∗ photon couplings. Only with
good data on both proton and neutron targets can one hope to
disentangle the isoscalar and isovector electromagnetic (EM)
couplings of the various N∗ and �∗ resonances [3,4], as
well as the isospin properties of the nonresonant background
amplitudes. The lack of γ n → π− p and γ n → π0n data [5]
does not allow us to be as confident about the determination
of neutron couplings compared with those of the proton.
Some of the N∗ baryons [N (1520)3/2−, for instance] have
stronger EM couplings to the neutron relative to the proton,
while others [for instance, the nearby N (1535)1/2−] have
weaker EM couplings to the neutron relative to the proton.
However, the resonance parameters of both these states are
very uncertain, see Table I.

In the SAID πN partial-wave analysis (PWA), one can
determine πN amplitudes by fitting the πN elastic data (up
to W = 2.5 GeV) [6,7]. Resonances are then found through
a search for poles in the complex energy plane. The SAID

group considers mainly poles which are not far away from
the physical axis. It is important to emphasize that these
resonances are not put in by hand, contrary to the Breit-
Wigner (BW) parametrization. The poles arise, in a sense,
dynamically as a result of the enforced (quasi-) two-body
unitarity cuts and the fit to the observable on the real energy
axis. The photoproduction multipoles can be parametrized
by using a form containing the Born terms (with no free
parameters), phenomenological pieces maintaining the correct
threshold behavior, and Migdal-Watson’s theorem [8,9] below
the two-pion production threshold. The πN matrix connects
each multipole to structure found in the elastic-scattering

analysis. The parametrization above the two-pion production
threshold is based on a unitary K-matrix approach, with
no strong constraints on the energy dependence apart from
correct threshold properties.

Knowledge of the N∗ and �∗ resonance decay amplitudes
into nucleons and photons is largely restricted to charged
states. Apart from the lower-energy inverse reaction π− p →
γ n measurements, the extraction of the two-body γ n → π− p
and γ n → π0n observables requires the use of a model-
dependent nuclear correction, which mainly comes from final-
state interaction (FSI) effects within the deuteron. Most γ n
data are unpolarized and cover fairly narrow energy ranges.
Of these, only about 1200 π0n measurement data points exist,
spanning the limited nucleon resonance region [5].

A FSI correction factor was defined as the ratio between
a sum of leading diagrams and an impulse-approximation
(IA) that the GWU-ITEP group then applied to the ex-
perimental γ d data to get a two-body cross section for
γ n → π− p [10] and γ n → π0n [11]. The GWU SAID phe-
nomenological amplitudes for πN and NN elastic scattering
and γ N → πN were used as inputs to calculate the lead-
ing diagrams for the GWU-ITEP FSI code. The full Bonn
potential was used for the deuteron description. Recently,
the GWU-ITEP group determined γ n → π− p differential
cross sections from γ d → π− pp measurements made by
the CLAS [12,13] and MAMI/A2 [14] Collaborations. In
this way, we succeeded in the first determination of neutron
couplings at the pole positions for a number of baryons,
such as N (1440)1/2+, N (1535)1/2−, N (1650)1/2−, and
N (1720)3/2+, significantly improving the world data [13].

The γ n → π0n measurement on the deuteron target is
much more complicated than γ n → π− p because the π0 can
come from both γ n and γ p initial states. The GWU-ITEP
studies have shown that photoproduction cross sections off the
protons and neutrons are generally not equal [11]:

A(γ p → π0 p) = Av + As, A(γ n → π0n) = Av − As, (1)

where Av and As are isovector and isoscalar amplitudes,
respectively, and As �= 0. However, in the special case, in the
region of the �(1232)3/2+ and As = 0, the FSI corrections
for γ p → π0 p and γ n → π0n cross sections are equal due to
the isospin structure of the γ N → πN amplitudes.

Recently, the A2 Collaboration at MAMI published high-
quality unpolarized and polarized measurements for π0 pho-
toproduction on a proton target below W = 2 GeV [15–20]
while one study was carried out for π0 photoproduction on
the neutron [21,22] (the preliminary data were published in

TABLE I. Breit-Wigner (BW) mass and full width (in MeV) with proton A3/2(p) and A1/2(p), and with neutron A3/2(n) and A1/2(n) BW
photon-decay amplitudes [in (GeV)−1/2 × 10−3] from the PDG2018 [1] covering the energy range of the A2 experiment.

Resonance M � A3/2(p) A1/2(p) A3/2(n) A1/2(n)

�(1232)3/2+ 1232 ± 2 117 ± 3 −255 ± 7 −135 ± 6
N (1440)1/2+ 1440 ± 30 350 ± 100 −65 ± 15 +45 ± 10
N (1520)3/2− 1515 ± 15 110 ± 10 +140 ± 5 −25 ± 8 −115 ± 8 −50 ± 8
N (1535)1/2− 1530 ± 15 150 ± 25 +105 ± 15 −75 ± 20
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FIG. 1. Set-up of the A2 experiment. CB is a NaI(Tl) calorimeter,
TAPS is a BaF2 calorimeter which was not used for the present mea-
surement, PID is a plastic scintillator detector for particle identifi-
cation, MWPC are two cylindrical multiwire proportional chambers,
target is a liquid deuterium target (see text for details).

Ref. [23]). This last study focuses on neutral pion photopro-
duction off the neutron using a deuteron target.

In the present paper, we report new, precise, γ n → π0n
differential cross sections for E = 290 to 813 MeV in labo-
ratory photon energy, corresponding to center-of-mass (c.m.)
energy range from W = 1.195 to 1.553 GeV. Pion c.m. po-
lar production angles, ranging from θ = 18◦ to 162◦, have
been measured by the A2 Collaboration at MAMI. These
new cross-section data have increased the world γ n → π0n
database below E = 2.7 GeV by a significant amount [5].
Meanwhile, Ref. [22] covers E = 446–1427 MeV and θ =
32◦–162◦.

The organization of this paper is as follows: In Sec. II,
details of the A2 experiment and the A2 detector are given.
Section III outlines the event selection and Sec. IV reviews
the approach for determining the final-state interaction cor-
rections. Section V presents and discusses the measured dif-
ferential cross sections for the reaction γ n → π0n. Section VI
and L + P fit of the multipoles with determination of pole
positions and residues. Finally, Sec. VII provides a summary
of this work and the conclusions.

II. EXPERIMENTAL SETUP

The process γ d → π0np was measured by using the
Crystal Ball (CB) [24] as the central spectrometer (Fig. 1).
Our study shows that there is a marginal contribution from
TAPS for the reaction γ n → π0n below 800 MeV. For that
reason, we did not use TAPS in our analysis. The CB was
installed in the tagged bremsstrahlung photon beam of the
Mainz Microtron (MAMI) [25,26], with the photon energies
determined by the Glasgow tagging spectrometer [27–29].

The CB spectrometer is a sphere consisting of 672 opti-
cally isolated NaI(Tl) crystals, shaped as truncated triangular
pyramids, which point toward the center of the sphere. Each
crystal is 41 cm long, which corresponds to 15.7 radia-
tion lengths. The crystals are arranged in two hemispheres
that cover 93% of 4π sr, sitting outside a central spherical

cavity with a radius of 25 cm, which is designed to hold the
target and inner detectors. The CB calorimeter covers polar
angles from 20◦ to 160◦ with full azimuthal coverage. The
energy resolution for EM showers in the CB can be described
as �E/E = 0.020/(E [GeV])0.36 [24]. Shower directions are
determined with a resolution in θ , the polar angle with respect
to the beam axis, of σθ = 2◦–3◦, under the assumption that the
photons are produced in the center of the CB. The resolution
in the azimuthal angle φ is σθ/ sin θ . That is an intrinsic CB
resolution, while in the experiment, the angular resolution in
θ is mainly defined by the target length. The CB calorimeter
is well suited for detection of both charged particles and γ

quanta. Simultaneously, the CB can be used to detect neutrons
in a wide range of energies [30,31].

The Mainz Microtron (MAMI) is a four-stage accelera-
tor, and its latest addition (the fourth stage) is a harmonic
double-sided electron accelerator [26]. In this experiment,
only the first three accelerator stages were used to produce an
883 MeV electron beam. Bremsstrahlung photons, produced
by electrons in a 10 μm Cu radiator and collimated by a
4-mm-diameter Pb collimator, were incident on a 10-cm-long,
4-cm-diameter liquid deuterium target (LD2) located in the
center of the CB. The energies of the incident photons were
analyzed up to 813 MeV by detecting the postbremsstrahlung
electrons in the Glasgow tagger [27–29].

The tagger is a broad-momentum-band, magnetic-dipole
spectrometer that focuses postbremsstrahlung electrons onto a
focal-plane detector, consisting of 352 half-overlapping plas-
tic scintillators. The energy resolution of the tagged photons,
which is about ±1 MeV, is largely defined by the overlap
region of two adjacent scintillation counters (a tagger channel)
and the electron-beam energy used [29]. For a beam energy of
883 MeV, a tagger channel has a width of about 2 MeV for
a photon energy 707 MeV [29]. Tagged photons are selected
in the analysis by examining the correlation in time between a
tagger channel and the experimental trigger derived from CB
signals.

The LD2 target is surrounded by a particle identification
detector (PID) [32], which is a cylinder of length 50 cm and
diameter 12 cm, built from 24 identical plastic scintillator
segments, of thickness 0.4 cm. Outside the PID, there are two
multiwire proportional chambers (MWPCs) which measure
the three-dimensional coordinates of a charged track.

The experimental trigger had one main requirement—the
sum of the pulse amplitudes from the CB crystals had to
exceed a hardware threshold that corresponded to an energy
deposit larger than 40 MeV. To select the reaction γ n → π0n,
we require that the final π0 and neutron be detected by the CB.
In this case, the number of clusters which fire, i.e., groups of
adjacent crystals in which energy is deposited by a particle’s
interaction with the calorimeter, is equal to three.

To provide a check on the performance of the CB detector,
and to evaluate the efficiency of the trigger, a comparison
of the total measured cross section, after the empty-target
background was subtracted, was made with the previously
published total photoabsorption cross section measured by the
DAPHNE experiment at MAMI [33,34]. This comparison is
shown in Fig. 2 for photon energies from 180 to 820 MeV.
In the �(1232) region, the new and previous data are in
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FIG. 2. The total photoabsorption cross section per nucleon as a
function of incident photon energy. Filled blue circles (filled green
triangles) are new A2 (previous DAPHNE [33,34]) measurements.
Only statistical uncertainties are shown for all the data. The total
normalization uncertainties of our data are about 3%.

agreement within the systematic uncertainties of the
DAPHNE experiment (2.5%–3.0%) and the new measure-
ments (∼6%). Above 500 MeV, our cross-section data fall
slightly below the previous measurements. The difference
reaches 6% at 700 MeV. We do not apply any correction
for the acceptance of the CB detector, but both the CB
and DAPHNE detectors do have a similar inefficient region
at forward angles. The correction for this inefficiency has
been extensively studied in Ref. [32], where it is shown that
the dominant contribution comes from single-charged-pion
production, and the value of this correction is ∼6%. Taking
this into account, our data are in satisfactory agreement with
the DAPHNE total photon absorption cross sections over the
full photon energy range. This result demonstrates a high
efficiency of the Crystal Ball detector for registering sec-
ondary particles and that the background present in the current
measurement is small.

III. DATA HANDLING

The collected data allowed a detailed study of the re-
action dynamics. The γ n → π0n differential cross sections
were determined for 27 energy bins and the full range of pro-
duction angles using model-dependent nuclear corrections to
determine γ n → π0n data from measurements on the liquid
deuterium target.

The main source of the background for our neutral channel
is the reaction γ p → π0 p, where the high-energy proton was
recorded by the PID detector, and such events were discarded
from further analysis. Then the selection of the neutral pion
is based on the search for two photons with an effective mass
mγ γ , close to the nominal mass of π0 in the mass interval
of 50 to 200 MeV. Reconstructed neutral pion and additional
clusters in the CB calorimeter, to determine the direction
of neutron emission, give complete reaction kinematics for
γ d → π0np.

Analysis of the shape of the proton momentum spectrum
allows us to determine the background contribution arising
from the production of two or more neutral pions. The distri-
bution of the proton momentum spectrum is shown in Fig. 3,
where the low-momentum component, corresponding to the
Fermi momentum of nucleons in the deuteron [35], can be
seen. It can be well described by the superposition of the
Landau function [36] in the peak region and an exponential
to the right of the peak. Thus, the background can be removed
for the component located in the high-momentum region on
the right side of the distribution. The background significantly
increases with the initial photon energy and reaches up to
∼40% at 800 MeV while it is almost zero at 200 MeV.

In this work, much attention was paid to the efficiency
of neutron detection, knowledge of which is necessary to
determine reaction cross sections. The thickness of CB crys-
tals is one interaction length only, so it is impossible to
measure neutron energy; however, it is possible to determine
the location of the neutron interaction in the CB. This is
enough for neutron detection efficiency measurements using
the same data. It has been done in Ref. [37] by searching for
the point of neutron interaction in the CB within a predicted
direction from the kinematics of pion photoproduction on the
deuteron with known kinematic parameters of a neutral pion
and proton. It should be noted that the analysis of data at
low photon energies is a rather difficult task. In this case, the
neutron detection efficiency decreases with decreasing photon
and neutron energies and is only a few percent at 20–30 MeV
neutron energies, which can lead to inaccuracy in the analysis
of experimental data. In addition to the CB calorimeter, the
neutron detection threshold per cluster affects the efficiency
of neutron detection. The ratio of the efficiency of neutron
detection to simulation is shown in Fig. 4 (left) as a function of
neutron momentum. To determine a full γ n → π0n reaction
efficiency, the software package GEANT4 [38] was used in
the simulation of the experiment. The event generator used
a theoretical model based on a detailed description of the
deuteron structure, taking into account the Fermi motion of
nucleons in the deuteron and NN-FSI effects. To compare the
results for the cross sections with the PWA predictions of SAID

[13] and MAID [39], where the cross sections are given for the
free neutron and neutron at rest [Fig. 4 (right)], it is necessary
to take into account the corresponding corrections [40]. The
calculations used corrections determined from the MAID2007
analysis. Corrections for the interaction effect in the final-state
depending on the π0 production angle in c.m. for different val-
ues of the incident photon energy are presented in Fig. 5. The
effect of the FSI correction becomes significant, especially at
low photon energies.

The photon flux is defined by counting the scattered
electrons in the focal plane of the tagging system and cor-
recting for the emitted photons lost in the collimator. The
probability for bremsstrahlung photons to reach the tar-
get is measured periodically during data taking by a total-
absorption lead glass counter, which is moved into the photon
beam line at reduced photon intensity. Using this method,
the tagging efficiency for an 883 MeV electron beam was
determined to be approximately 35% with an accuracy of
about 5%.
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FIG. 3. Momentum distribution for low-energy protons for four initial photon energies. Experimental distributions (black) were fit by a
Landau function in the peak region and an exponential to the right of the peak (blue). The background contribution is shown in green.

One of the main contributions to systematic uncertainties
is the definition of the photon flux, which is based on the cal-
culation of tagging efficiency. Another source of uncertainty
is the background subtraction due to the empty target. This
contribution is not large and has an order of 1%. The system-
atic uncertainty of the total photoabsorbtion cross section was
defined by these two factors.

The analysis cuts and Monte Carlo simulations used to
obtain the γ n → π0n total cross section introduced a further

uncertainty of the order of 1%–2%. Furthermore, the accuracy
of the neutron detection efficiency leads to an additional
uncertainty at low energies of ∼3%. So, the total overall
uncertainty for the γ n → π0n total cross section is about 6%.

In the case of the γ n → π0n differential cross sec-
tions, the largest systematic uncertainties appear at forward
and backward pion angles, where the statistical errors in-
crease. This effect is actually due to the low efficiency of
neutron detection. The typical systematic uncertainties at
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FIG. 4. Corrections for the reaction γ n → π 0n cross sections. (left) Ratio of the efficiency of neutron detection to a simulation of the CB
calorimeter vs neutron momentum. Solid red line corresponds to the average value of the ratio = 0.878 ± 0.004. (right) The Fermi-momentum
correction εFermi in the deuteron for recent SAID (blue solid line) and MAID (black dashed line) solutions vs initial photon energy.
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FIG. 5. The FSI correction factor R(E , θ ) for selected beam energies vs the polar angle θ of the outgoing π0 in the rest frame of the π 0

and the fast neutron. The normalization uncertainties are not shown.

these forward and backward pion angles are estimated to
be ∼10%.

IV. FINAL-STATE INTERACTION

Exact determinations of the differential pion photoproduc-
tion cross sections on the neutron, based on experimental data
for γ d → π0 pn, cannot be implemented without a reliable
theoretical reaction model. This model was developed, taking
into account the contribution not only of IA [Fig. 6 (left)], but
also effects of NN and πN interactions in the final state. A
detailed description of FSI effects is given in Refs. [10,11].
The SAID phenomenological amplitudes, from NN [41] and
πN [6] elastic with γ N → πN [42] PWAs, were used as
input for the GWU-ITEP code. The full Bonn potential [43]
was used for the deuteron description, and Fermi motion
of nucleons in the deuteron was taken into account. In this
paper, to speed up numerical calculations, the model has been
simplified. The contribution from πN-FSI, which is important
close to the threshold, does not play a significant role above
E = 200 MeV, as claimed in Ref. [44], and so was neglected
here. The effect of NN-FSI was taken into account in the
S-wave approximation which makes the dominant contribu-
tion. The parameters of the pn-scattering s-wave amplitudes
with isospins 0 and 1 were taken from Ref. [45]. Thus, the
amplitude M of the reaction γ d → π0 pn (Fig. 6) is given as

M = Ma1 + �, � = Ma2 + Mb, (2)

FIG. 6. Feynman diagrams for the leading terms of the γ d →
π 0np amplitude: the impulse approximation (Ma1, Ma2) and NN-FSI
(Mb). The wavy, dashed, solid, and double lines correspond to the
photons, pions, nucleons, and deuterons, respectively.

where Ma1 is a leading IA diagram with the fast neutron and
� is a correction that takes into account the pn-FSI (Mb) and
IA diagram with regrouped nucleons (Ma2). The expressions
for these amplitudes are given in detail in Appendix A of
Ref. [11] [note that we did not include the off-shell factor
for the γ N → πN amplitude, introduced in Ref. [11], Eq.
(18)]. Calculating such a correction for the analysis of the
experimental data means taking into account each event with
a weight as

R = |Ma1|2
|M|2

, (3)

where |Ma1|2 and |M|2 are amplitude squares averaged over
spins and calculated for the kinematics of the events. Fur-
thermore, event handling was carried out under the as-
sumption that the reaction mechanism is determined by the
diagram Ma1.

We determine the differential cross sections of the reaction
γ n → π0n from the measurements on the deuteron by using
the theoretical model which describes the reaction γ d →
π0 pn.

V. EXPERIMENTAL RESULTS

The differential cross section for the γ n → π0n reaction is
defined by the formula:

dσ (E , θ )

d

= σ0

�NEvents

NScaler εTag

× 1

εSel εBackg εPID εFermi εFSI 2π dcos(θ )
, (4)

where σ0 = ρtargLtargNA/2 × 10−7 (μb) is the nuclear density
of the liquid deuterium target; �NEvents is the number of the
events in d cos(θ ), where θ is the neutral pion production
angle in c.m. relative to the beam axis; NScaler is the number
of counts in the tagger scalers; εTag is the tagging efficiency
(fraction of photons impinging on the target); εSel is the
selection efficiency obtained from the simulated data, which
also includes neutron detection efficiency incorporated into
the Monte Carlo. The neutron detection efficiency is defined
directly from data by the method proposed in Ref. [37];
εBackg is the background extraction efficiency, which included
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FIG. 7. Differential cross section for the reaction γ n → π 0n vs π 0 c.m. polar angle for selected photon energies. Data: filled blue (open
black) circles are new (previous [22]) A2 measurements, open green triangles are the previous non-MAMI measurements [5]. Only angle-
dependent (statistical and systematical combined in quadratures) uncertainties are shown for all the data. The total normalization (angular
independent) uncertainties of the cross section vary between 2% and 6.5% (not included in plots). Fits: SAID MA19 (red thick solid lines),
recent SAID MA27 (blue solid lines) [13], MAID2007 (black dash-dotted lines) [39], and BnGa BG2014-02 (magenta dotted lines) [46].

the empty-target correction and the correction for random
photons in the beam; εPID is the correction factor for the
PID inefficiency, this value was estimated on the experimental
data from CB and MWPC and required to select a neutral
decay channel; εFSI is the FSI-effect correction to get the
γ n → π0n cross section from the deuteron measurements,
εFSI = R(E , θ )−1 (see above).

Since our results for the γ n → π0n differential cross
sections consist of 492 experimental points, they are not
tabulated in this publication but are available in the SAID

database [5] along with their uncertainties and the energy
binning.

In Fig. 7, our differential cross sections for four incident
photon energies are compared with previous measurements
made at similar energies [5]. Some of these measurements
[22] are quite recent while most of them were performed in the
1970s at Tokyo (E = 396–905 MeV) [47,48], Frascati (E =
462–784 MeV) [49], and SLAC (E = 911–1390 MeV) [50]
bremsstrahlung facilities, demonstrating the general desire of
the resonance-physics community to obtain new γ N → πN
data, which are needed for a better determination of the
properties of the N∗ states. As seen in Fig. 7, all our results
are in reasonable agreement with the previous measurements
and significantly extend down to lower energies the
previously published A2 data [22], covering the �-isobar
resonance peak region. Some discrepancies are observed
between the data obtained at forward production angles, but
this can be explained by the rapidly falling cross section close

to the forward direction where the FSI correction increases
(see Fig. 5).

Presented in Fig. 8 are total cross sections for γ n → π0n,
compared with PWA fits. There are two structures visible
here, the first associated with the �(1232)3/2+, while a small
structure is connected to N (1520)3/2− and N (1535)1/2−.

The new SAID best fit results MA19 are in satisfactory
agreement with the data at energies exceeding 300 MeV

FIG. 8. Total cross section of the reaction γ n → π 0n as a
function of incident photon energy. Only statistical uncertainties
are shown for the data. The total normalization uncertainties vary
between 2% and 6.5%. Vertical red arrows show BW masses of
low-lying resonances [1]. Notation is the same as in Fig. 7.
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FIG. 9. Differential cross section for the reaction γ n → π 0n below 680 MeV. Notation as in Fig. 7. Only statistical uncertainties are shown
for all data. The angular-dependent systematic uncertainties are shown by cyan histograms.

(Figs. 9–11), and have visible discrepancies at lower energies
(Fig. 9). Two reasons for this disagreement can be noted.
First, this is due to the possible underestimation of the in-
teraction effect in the final state, which becomes important
in this particular energy range. The simplified FSI code, for
example, does not take into account the contribution of the
πN-FSI effects which, as a result, may lead to distortion
of the shape of the spectra of differential cross sec-
tions. Second, the neutron detection efficiency varies
with energy. It decreases with decreasing particle mo-
mentum and is only a few percent (see, for instance,

Fig. 9 of Ref. [37]), which can lead to large systematic
errors.

VI. IMPACT OF THE PRESENT DATA ON
PARTIAL-WAVE ANALYSIS

The SAID parametrization of the transition amplitude Tαβ

used in the hadronic fits to the πN scattering data is given as

Tαβ =
∑

σ

[
1 − KC

]−1
ασ

Kσβ, (5)

FIG. 10. Differential cross section of the reaction γ n → π 0n above 680 MeV. Notation is the same as in Fig. 9.
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FIG. 11. Fixed-angle excitation function for the γ n → π 0n reaction as a function of incident photon energy. The uncertainties shown are
the angle-dependent statistical and systematic uncertainties, combined in quadrature. Notation is the same as in Fig. 9.

where α, β, and σ are channel indices for the πN , π�,
ρN , and ηN channels. Here Kαβ are the Chew-Mandelstam
K matrices, which are parametrized as polynomials in the
scattering energy. Cα is the Chew-Mandelstam function, an
element of a diagonal matrix C in channel space, which is
expressed as a dispersion integral with an imaginary part equal
to the two-body phase space [51].

In Ref. [52], it was shown that this form could be extended
to Tαγ to include the electromagnetic channel as

Tαγ =
∑

σ

[
1 − KC

]−1
ασ

Kσγ . (6)

Here, the Chew-Mandelstam K-matrix elements associated
with the hadronic channels are kept fixed from the previous
SAID solution SP06 [6], and only the EM elements are varied.
The resonance pole and cut structures are also fixed from
hadronic scattering. This provides a minimal description of
the photoproduction process, where only the N∗ and �∗ states
present in the SAID πN scattering amplitudes are included in
this multipole analysis.

With each angular distribution, a normalization constant
(X ) and its uncertainty (εX ) were assigned [53]. The quantity
εX is generally associated with the systematic uncertainty
(if known). The modified χ2 function to be minimized is
given by

χ2 =
∑

i

(
Xθi − θ

expt
i

εi

)2

+
(

X − 1

εX

)2

, (7)

where the subscript i labels the data points within the dis-
tribution, θ

expt
i is an individual measurement, θi is the corre-

sponding calculated value, and εi represents the total angle-
dependent uncertainty. The total χ2 is then found by sum-
ming over all measurements. This renormalization freedom
often significantly reduces the overall χ2 but may over-
renormalize cross sections significantly beyond limits indi-
cated by the systematic errors. This effect is evident when
comparing the MA27 curve with the higher-energy data. By
increasing the weight of the second term in our modified χ2

function, this problem was avoided. The weight was increased
until the fit renormalization factors remained inside limits
suggested by the systematic errors. For other data analyzed
in the fit, such as excitation data, the statistical and systematic
uncertainties were combined in quadrature and no renormal-
ization was allowed.

In the previous fits to the γ n differential cross sections,
the unrestricted best fit gave renormalization constants X
significantly different from unity. As can be seen from Eq. (7),
if an angular distribution contains many measurements with
small statistical uncertainties, a change in the renormalization
may improve the fit with only a modest χ2 penalty. Here,
however, the weight of the second term in Eq. (7) has been
adjusted by the fit for each dataset to keep the renormalization
constants approximately within εX of unity. This was possible
without degrading the overall fit χ2, as can be seen in Fig. 12.
With the new high-precision γ n → π0n cross sections from
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FIG. 12. Comparison of the previous SAID solution MA27 [13]
applied to the present A2 data with (blue open triangles) and without
(black open circles) FSI corrections and the new SAID MA19 (red
full circles) solution obtained after adding the present A2 data with
FSI corrections into the fit (the solid lines connecting the points are
included only to guide the eye). Shown are the fit χ2-per-data-point
values averaged within each energy bin E , where the horizontal
dashed lines [blue (black) for MA27 and red for MA19] show the
overall χ 2-per-data-point values.

the present MAMI dataset, a new SAID multipole analysis
has been completed. This new global energy-dependent (ED)
solution has been labeled MA19. The overall fit quality of the
present MA19 and previous SAID MA27 solutions are com-
pared in Table II. The inclusion of the present dataset shows
significant improvement in the comparisons between the SAID

MA27 and MA19 solutions as shown in Fig. 12 and Table II.
This demonstrates the power of these cross-section measure-
ments with their small uncertainties. The overall comparison
of the SAID MA19 and MA27 solutions in Table II shows
that the fit χ2-per-data values are essentially unchanged for
pion photoproduction channels. The χ2 per data = 3.77 for
MAID2007 vs new present A2 measurements is understandable
since many recent datasets were not included in this analysis.

Our next step is to extract the photon-decay amplitude at
the pole. We do this by extracting all the pole positions and
residues of the relevant partial waves and then we use the
residues to obtain the final result, as described in Ref. [54].

Similarly as in Ref. [13], the Laurent + Pietarinen (L + P)
method has been applied to determine the pole positions and
residues from the pion photoproduction multipoles [55]. The
driving concept behind the method is to replace the complex-
ity of solving an elaborate theoretical model and analytically
continuing its solution into the complex energy plane by using
a local power-series representation of partial wave ampli-
tudes that only exploits analyticity and unitarity. The L + P
approach separates pole and regular parts in the form of a
Laurent expansion and, instead of modeling the regular part by
using some physical model, it uses the conformal-mapping-
generated, rapidly converging power series with well-defined
analytic properties called a Pietarinen expansion to represent
it effectively. In other words, the method replaces the regular
part, calculated in a model with the simplest analytic function
that has the correct analytic properties of the analyzed partial
wave (multipole), and which fits the given input. In such an
approach, the model dependence is minimized and is reduced
to the choice of the number and location of L + P branch
points used in the model.

So, we expand the multipoles M(W ) in terms of a sum over
all poles and with a Pietarinen series representing the energy-
dependent regular (non-pole) part as

M(W ) =
k∑

i=1

α
(i)
−1

W − Wi
+ BL(W ). (8)

Here W , α
(i)
−1, and Wi are complex numbers representing the

c.m. energy, residues, and pole positions for the ith pole,
respectively, and BL(W ) is a regular function in the whole
complex plane. As shown in Ref. [56], a general unknown
analytic function B(W ) with branch points in xP, xQ, and xR

can be expanded into a power series of Pietarinen functions as

BL(W ) =
M∑

n=0

cnX (W )n +
N∑

n=0

dnY (W )n

+
N∑

n=0

enZ (W )n + · · · ,

X (W ) = α2 − √
xP − W

α2 + √
xP − W

,

TABLE II. Average χ 2 per data [including information on the total χ2 from Eq. (7) and the number of data points used] for MAID2007 [39]
and two SAID solutions: MA27 [13] and MA19. To satisfy the MAID2007 energy limit, we are presenting results for data below W = 2 GeV or
E = 1650 MeV. For the χ 2 per data of the MAID2007 solution, we took into account overall systematic errors as the SAID group does [53].

Reaction MAID2007 SAID MA27 SAID MA19

Present
γ n → π 0n 1855/492 = 3.77 2765/492 = 5.62 1405/492 = 2.86

Previous
γ p → π 0 p 156 700/13 988 = 11.20 25 856/13 988 = 1.85 23 954/13 988 = 1.71
γ p → π+n 121 150/5225 = 23.19 10 785/5225 = 2.06 10 371/5225 = 1.99
γ n → π− p 49 471/4142 = 11.94 7087/4142 = 1.71 6530/4142 = 1.58
γ n → π 0n 27 060/515 = 52.54 2958/515 = 5.74 2320/515 = 4.51
Total 354 373/23 870 = 14.85 46 686/23 870 = 1.96 43 174/23 870 = 1.81
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TABLE III. Moduli [in (GeV)−1/2 × 10−3] and phases (in degrees) of the photon-decay amplitudes at the pole for neutron A1/2(n) and
A3/2(n) from the SAID MA27 [13] and MA19 solutions. Pole results from the Bonn-Gatchina (BnGa) analysis are included for comparison [57]
(BW values are from Ref. [58]). Kent State University (KSU) results are from Ref. [59]. BW values labeled with †.

Resonance Coupling SAID MA19 SAID MA27 BnGa KSU

N (1440)1/2+ A1/2(n) 80 ± 10, 96◦ ± 2◦ 65 ± 5, 5◦ ± 3◦ 43 ± 12† 13 ± 12†

N (1520)3/2− A3/2(n) −130 ± 8, 20◦ ± 6◦ −113 ± 2† −123 ± 6†

N (1520)1/2− A1/2(n) −47 ± 4, 1◦ ± 2◦ −49 ± 8† −72 ± 3†

N (1535)1/2− A1/2(n) −70 ± 10, 2◦ ± 5◦ −55 ± 5, 5◦ ± 2◦ −88 ± 4, 5◦ ± 4◦ −55 ± 6†

N (1650)1/2− A1/2(n) 13 ± 4, −50◦ ± 15◦ 14 ± 2, −30◦ ± 10◦ 16 ± 4, −28◦ ± 10◦ 1 ± 6†

Y (W ) = β2 − √
xQ − W

β2 + √
xQ − W

,

Z (W ) = γ 2 − √
xR − W

γ 2 + √
xR − W

, (9)

where cn, dn, en, and α, β, γ are real numbers that represent
tuning parameters and coefficients of the Pietarinen functions
X (W ), Y (W ), and Z (W ), respectively. A variable number of
coefficients in three series of Eq. (9) were used, depending on
the structure of the non-pole part of each amplitude.

When the input data statistically satisfy the normal dis-
tribution (meaning that they are acquired in a noncorrelated
procedure), the estimation of the errors of all resulting pole
parameters can be obtained directly from any standard min-
imization routine. However, in our case, the nearby energy
points of the input multipoles are correlated through ana-
lyticity of the energy-dependent partial wave of the MA19
solution, so the standard error analysis cannot be used as
the standardly defined χ2 becomes extremely small (χ2 	
1) regardless of which error is attributed to the input. So,
the error analysis of resulting parameters cannot be reliably
performed.

In this paper, we improve this aspect of our model, and
introduce a procedure that creates completely realistic errors
for pole parameters extracted from ED MA19 partial waves.
First, we have to attribute realistic errors to MA19 ED solu-
tions. We do it by using MA19 single-energy (SE) analysis
as the measure of how good an ED analysis actually is. We
perform SE PWA at energies where we have an abundance
of experimental data, and constrain it to an ED MA19 partial
wave strong enough to achieve the continuity in energy, and
weak enough to give enough freedom for the fit to move
away as much as possible from the ED MA19 solution in
coming maximally close to the experiment. In that way at
each energy the SE solution maximally reproduces the avail-
able experimental data base, so we are definitely closer to
experiment than the ED MA19 solution is. The probability
that the true value lies inside the interval which is defined
by the difference between partial wave values in the ED and
SE points dif = PWED(W ) − PWSE (W ) is, therefore, close to
100%, so we define the standard deviation of the partial wave
ED value as σPW = dif/3.

The next step is eliminating the correlations between
neighboring energy points in the ED PW, which is intro-
duced by the analyticity of the fitting function. This is done

by randomizing central values of the ED solution with PW
standard deviation σPW , and assigning the error of the source
ED error of the randomized point. In this way, we gen-
erate 1000 ensembles of randomized ED, which then in-
dependently fit, and an ensemble of 1000 pole parameters
for the investigated partial waves was obtained. We confirm
that the obtained ensemble corresponds to the normal dis-
tribution by generating the probability density function of
the ensemble, and verifying that the shape of the obtained
histogram is well reproduced with this, properly normalized,
function. If this is the case, we then make a standard nor-
mal distribution error analysis of the generated ensemble,
and pole parameters with realistic errors are obtained. In
cases where this criterion is not matched, we have to mod-
ify the obtained ensemble by cutting out the points which
erroneously enter this ensemble and which belong to the
nearby local minimum of the L + P minimization procedure.
When the new ensemble matches the criterion, we are free
to make the desired error analysis. Once the pole position
and residue were determined, the photon-decay amplitude
at the pole could be constructed, as described in Ref. [54].
The residue of the corresponding πN elastic-scattering am-
plitude, required in this construction, was taken from the
SAID analysis of elastic scattering data [6]. The spread of
determinations found in Ref. [1] was used to estimate its
uncertainty.

Final results for the photon-decay amplitudes are listed in
Table III. Here comparisons are made with the Bonn-Gatchina
(BnGa) and Kent State University (KSU) values and with an
earlier SAID determination. For the N (1520), the PDG2018
lists only BW values. This being the first determination of
pole values, we compared at the level of moduli, finding good
agreement. The agreement between BW and pole values is
not as good for the Roper resonance, where the complicated
pole-cut structure may invalidate this simple comparison of
pole and BW quantities.

VII. SUMMARY AND CONCLUSION

The γ n → π0n differential cross sections have been mea-
sured at the tagged photon facility of the Mainz Microtron
MAMI by using the Crystal Ball spectrometer. The data
span the photon-energy range 290–813 MeV (W = 1.195–
1.553 GeV) and from 18◦ to 162◦ c.m. angular range. The
accumulation of 3.6 × 106 γ n → π0n events allows fine bin-
ning of the data in energy and angle, which will enable the
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reaction dynamics to be studied in greater detail. The present
differential cross-section data are in reasonable agreement
with the previous measurements, but the energy binning is
much finer and our measurements are in the very low energy
range in the maximum of the � isobar. Our analysis includes
FSI corrections. Additionally, the total photoabsorption cross
section was measured.

Differential cross sections have visible discrepancies when
compared with the predictions from SAID, MAID, and BnGa
at energies below 300 MeV and are in satisfactory agreement
with PWA results at higher energies.

A comparison of determinations for photon-decay ampli-
tudes at the pole shows reasonably good agreement. The
only noticeable exception is seen in the Roper photon-decay
amplitude. Here, the difference may be due to the comparison
of BW and pole-valued quantities. It will be interesting to see
updated BnGa results at the pole once these data have been
incorporated into new fits.
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