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1 Introduction

This note describes the observation of vector-boson-fusion (VBF) production of Higgs bosons in the
H— WW*— evuy decay channel in proton-proton (pp) collisions at a centre-of-mass energy of 13 TeV
recorded with the ATLAS detector during the Run 2 data-taking of the Large Hadron Collider (LHC) [1]
corresponding to an integrated luminosity of 139 fb~!. This channel has previously been studied by the
CMS [2, 3] and ATLAS [4, 5] collaborations using a partial Run 2 dataset corresponding to an integrated
luminosity of approximately 36 fb~'and at lower centre-of-mass energies of 8 TeV and 7 TeV during
the Run 1 of the LHC. Compared to the previous Run 2 result from ATLAS, several improvements that
bring a significant increase in the analysis sensitivity have been incorporated in addition to the increase in
data statistics - most notably, refinements in object selection together with an increased number of Monte
Carlo (MC) simulated events, as well as a new multi-variate discriminant using a Deep Neural Network
(DNN).

2 The ATLAS detector

The ATLAS experiment [6] at the LHC is a multi-purpose particle detector with a forward-backward
symmetric cylindrical geometry and a near 47 coverage in solid angle.! It consists of an inner tracking
detector surrounded by a thin superconducting solenoid providing a 2 T axial magnetic field, electromagnetic
and hadron calorimeters, and a muon spectrometer. The inner tracking detector covers the pseudorapidity
range |n7| < 2.5. It consists of silicon pixel, silicon microstrip, and transition radiation tracking detectors.
An additional pixel layer closest to the beampipe called the insertable b-layer was installed during the long
shutdown period prior to the start of Run 2 which provides, among other benefits, an improved resolution
of track impact parameters. Lead/liquid-argon (LAr) sampling calorimeters provide electromagnetic (EM)
energy measurements with high granularity. A hadron (steel/scintillator-tile) calorimeter covers the central
pseudorapidity range (|n| < 1.7). The end-cap and forward regions are instrumented with LAr calorimeters
for both EM and hadronic energy measurements up to || = 4.9. The muon spectrometer surrounds
the calorimeters and is based on three large air-core toroidal superconducting magnets with eight coils
each. The field integral of the toroids ranges between 2.0 and 6.0 T m across most of the detector. The
muon spectrometer includes a system of precision tracking chambers and fast detectors for triggering. A
two-level trigger system is used to select events. The first-level trigger is implemented in hardware and
uses a subset of the detector information to reduce the accepted rate to at most nearly 100 kHz. This is
followed by a software-based trigger that reduces the accepted event rate to 1 kHz on average depending on
the data-taking conditions.

3 Signal and background predictions

Higgs boson production and decay into a pair of W bosons are simulated for each of the four main
production modes: gluon fusion (ggF), VBF, and associated WH / ZH productions®. All signal samples

1 ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point (IP) in the centre of the detector
and the z-axis along the beam pipe. The x-axis points from the IP to the centre of the LHC ring, and the y-axis points upwards.
Cylindrical coordinates (r, ¢) are used in the transverse plane, ¢ being the azimuthal angle around the z-axis. The pseudorapidity
is defined in terms of the polar angle 8 as 7 = — Intan(6/2). Angular distance is measured in units of AR = v/(An7)? + (A¢)2.

2 The tTH production mode is not included as its contribution is found to be negligible.



are generated with a Higgs boson mass of 125 GeV.

VBF events are generated with Pownec [7-10], interfaced with Pyta1a 8.230 [11] with the dipole recoil
option on to model the parton shower, hadronisation and underlying event. The PowHEG prediction is
accurate to next-to-leading order (NLO) in QCD corrections and tuned to match calculations with effects
due to finite heavy-quark masses and soft-gluon resummations up to next-to-next-to-leading-logarithm
(NNLL). The MC prediction is normalised to an approximate-NNLO QCD cross section with NLO
electroweak corrections [12—-14].

The uncertainty due to the parton shower and hadronisation model is evaluated using the same generated
events with PowHEG but interfaced to an alternative showering program Herwic 7 [15, 16]. To estimate
the uncertainty related to the matching between the matrix element and the parton shower, MC events
produced with the MADGRrAPH [17] generator and interfaced to HErwiG 7 are used. They are accurate to
NLO in QCD corrections and utilize the NNPDF30_nlo_as_0118 [18] parton distribution function (PDF)
set. In both cases, the H7UE set of tuned parameters [16] and the MMHT2014L0 PDF set [19] are used for
the underlying event.

The ggF production is simulated at NNLO accuracy in QCD using the Pownec NNLOPS program [7-9, 20,
21], interfaced with PyTH1a 8.212 for parton shower and non-perturbative effects. The simulation achieves
NNLO accuracy for arbitrary inclusive gg — H observables by reweighting the Higgs boson rapidity>
spectrum in Hj-MiNLO [22-24] to that of HNNLO [25]. The gluon fusion prediction from the MC samples
is normalised to the N3LO cross section in QCD plus electroweak corrections at NLO [26-36].

Higgs boson production in association with a vector boson (WH and ZH, collectively referred to as VH) is
simulated using PowHEG and interfaced with Pytria 8.212 for parton shower and non-perturbative effects.
The PowHEG prediction is accurate to NLO for the production of V H boson plus one jet. The MC prediction
is normalised to cross sections calculated at NNLO in QCD with NLO electroweak corrections [37-41].

The VBF, ggF, and VH Higgs boson samples use the PDFALHC15 [42] PDF set and the AZNLO tune [43]
of PyTHia 8.

All Higgs boson sample normalisations account for the decay branching ratios calculated with HDECAY [44—
46] and PROPHECY4F [47-49].

For the SM background samples, the QCD-induced WW, WZ, and ZZ processes are simulated with the
SHERPA 2.2.2 [50] generator. Fully leptonic final states are generated using matrix elements at NLO
accuracy in QCD for up to one additional parton and at LO accuracy for up to three additional parton
emissions. Samples for the loop-induced processes gg — V'V are generated using LO-accurate matrix
elements for up to one additional parton emission. Electroweak diboson production in association with two
jets (VVjj)is generated using SHERPA 2.1.1 [50] with LO-accurate matrix elements.

The production of Vy final states is simulated with the SHErPA 2.2.2 [50] generator. Matrix elements are at
NLO QCD accuracy for up to one additional parton and at LO accuracy for up to three additional parton
emissions.

For all diboson samples, the matrix element calculations are matched and merged with the SHERPA parton
shower based on Catani-Seymour dipole factorisation [51, 52] using the MEPS @NLO prescription [53-56].
The virtual QCD correction are provided by the OpenLoops library [57, 58]. The NNPDF3.0nnlo set of
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3 The rapidity is defined in terms of a particle’s energy £ and momentum in the direction of the beam pipe p, as y = % In



PDFs is used, along with the dedicated set of tuned parton-shower parameters developed by the SHERPA
authors.

The QCD-induced production of Z+jets is simulated with the SHErpPA 2.2.1 [50] generator using NLO
matrix elements for up to two partons, and LO matrix elements for up to four partons calculated with
the Comix and OpeNLoops libraries. They are matched with the SHERPA parton shower [52] using the
MEPS @NLO prescription. The NNPDF3.0nnlo set of PDFs is used and the samples are normalised to an
NNLO prediction [59]. Electroweak production of ££;j final states are also generated with SHERPA 2.2.1,
but using leading order (LO) matrix elements with up to two additional parton emissions.

The production of 7 events is modelled using the PowneGBox v2 generator at NLO with the NNPDF3.0nlo
PDF set and the hgamp p:cur:cu‘neter4 set to 1.5 myp [60]. In order to correct for a known mismodeling
of the leading lepton pr due to missing higher-order corrections, an NNLO reweighting is applied to
the sample [61]. The events are interfaced to PyTHia 8.230 to model the parton shower, hadronisation,
and underlying event, with parameters set according to the A14 tune and using the NNPDF2. 310 set of
PDFs [62]. The decays of bottom and charm hadrons are performed by EvTGen v1.6.0.

The associated production of top quarks with W bosons (mainly tW) is modelled using the PowHEGBox v2
generator at NLO in QCD using the five-flavour scheme and the NNPDF3.0nlo set of PDFs. The diagram
removal scheme [63] is used to remove interference and overlap with ## production. The events are
interfaced to PyTHiA 8.230 using the A14 tune and the NNPDF2. 310 set of PDFs. The decays of bottom
and charm hadrons are performed by EvrGen v1.6.0.

The W+jets background is estimated from data, while MC samples are used to validate the estimate and
to determine the flavour composition uncertainties. These MC samples are generated using POWHEG
interfaced with PyTHia 8.

For all MC samples, the effect of additional pp interactions in the same and neighbouring bunch crossings
(pile-up) is modelled by overlaying simulated inelastic pp events generated with PyTHia 8.186 [64] using
the NNPDF2. 310 set of PDFs and the A3 tune [65] over the original hard-scattering event.

4 Event selection and multivariate analysis

Events are triggered using a combination of single-lepton triggers and a dilepton e—u trigger in order
to maximize the total trigger efficiency. The transverse momentum threshold for single-electron(muon)
triggers is 24(20) GeV for the first year of data taking, while it is increased to 26 GeV for both lepton
flavours during the remainder of Run 2. The e—pu trigger requires a minimum pr threshold of 17 GeV for
electrons [66] and 14 GeV for muons [67].

Electron candidates are reconstructed through association of energy clusters in the electromagnetic
calorimeter with well-reconstructed tracks that are extrapolated to the calorimeter [68]. Electrons are
required to satisfy || < 2.47, excluding the transition region 1.37 < |n| < 1.52 between the barrel and
end-caps in the LAr calorimeter. Muon candidates are reconstructed from a global fit of matched tracks
from the inner detector and the muon spectrometer [69]. They are required to satisfy || < 2.5. In order to
reject particles misidentified as prompt leptons, several identification requirements as well as isolation and
impact parameter criteria [69, 70] are applied. For electrons, a likelihood-based identification method [70]

4 The hdamp parameter is a resummation damping factor and one of the parameters that controls the matching of PowHEG matrix
elements to the parton shower and thus effectively regulates the high-p radiation against which the 77 system recoils.



is employed, which takes into account a number of discriminating variables such as shower shapes, track
properties, and track-cluster-matching. For muons, a quality-based identification method [69] is employed,
selected a working point with a relatively lower efficiency (although still ~95%) so as to maximize
the sample purity. The impact parameter requirements are |zosin6| < 0.5 mm and |dp|/cg, < 5 (3)
for electrons (muons)’. Maximum thresholds in terms of both energy (using close-by clusters in the
calorimeter) and pr (using close-by tracks) are taken into account when defining the lepton isolation
working points. At least one of the offline reconstructed leptons must be matched to an online object that
triggered the recording of the event. In the case where the e—u trigger is solely responsible for the recording
of the event, each lepton must correspond to one of the trigger objects. This trigger matching scheme also
requires the pt of the lepton to be at least 1 GeV above the trigger level threshold. Jets are reconstructed
using the anti-k; algorithm with a radius parameter of R = 0.4 and particle flow objects as input [71,
72]. The energy of the jets is corrected for the non-compensating calorimeter response, noise threshold
effects, energy loss from inactive material, and pile-up contamination [73]. For jets entering the analysis, a
kinematic selection of pt > 20 GeV and |n| < 4.5 is applied. Furthermore, a multivariate selection that
reduces contamination from pile-up [74] is applied to jets with 20 < pr < 60 GeV and || < 2.4, utilizing
calorimeter and tracking information to separate hard-scatter jets from pile-up jets. Jets with pr > 20 GeV
and |n| < 2.5 containing b-hadrons (b-jets) are identified using a neural network discriminant based
on a number of lower level taggers which utilize relevant quantities such as the associated track impact
parameters and information from secondary vertices. A working point with an average 85% b-jet tagging
efficiency is adopted, as estimated from simulated ¢f events [75, 76]. The missing transverse momentum
EITniss (with magnitude E}“iss) is defined as the negative vector sum of the pr of all the selected leptons and
jets, together with reconstructed tracks that are not associated with these objects but are consistent with
originating from the primary pp collision [77].

The full event selection is summarized in Table 1. Events are first selected by requiring exactly two®
different-flavour opposite-sign leptons, the higher-pt (leading) lepton with pt > 22 GeV and the subleading
lepton with pt > 15 GeV. In addition, there must be at least two jets in the event with pt > 30 GeV where
the two leading jets are tagged as originating from the VBF process. To reject background from top-quark
production, events containing b-jets with pr > 20 GeV are vetoed. The invariant mass of the hypothetical
7-lepton pair (m,.), calculated using the collinear approximation [78], is also used to veto background from
Z — 71 production. In order to further enhance the VBF topology, events are rejected if they contain either
additional jets with pr > 30 GeV that lie in the interval between the two tagging jets in pseudo-rapidity (a
central jet veto) or either lepton outside the interval between the two tagging jets in pseudo-rapidity (an
outside lepton veto). The signal region (SR) is defined by applying all of the above selection criteria.

In order to fully exploit the distinct event topology of the VBF signal, a multivariate analysis based
on a DNN is implemented through keras [79] and TensorFlow [80]. Kinematic variables built from
the leptons (¢), jets (j), and E%“iss in the event are used as inputs to the DNN training. The following
variables are chosen to provide discrimination based on the VBF topology: the invariant mass of the
two leading jets (m;;), the difference between the two jet rapidities (Ay;;), the lepton n-centrality (2., Ce,
where Cp = |21, — 3., n;|/An;;), which quantifies the positions of the leptons relative to the leading jets in

I where pjTet3 is set to 0 GeV if there is

pseudorapidity [81], the pr of the three leading jets ;tl , pjetz, p]T
no third jet in the event), and the invariant masses of all four possible lepton—jet pairs between the leptons

5 zo and dy are the longitudinal and transverse impact parameters, respectively, defined in terms of the point of closest approach

between the associated track and the hard-scatter primary vertex.
6 The isolation criteria for additional leptons that are vetoed is looser than the nominal working point used for the two leading
leptons and in the case of additional muons, a medium identification quality [69] is used.



Signal region Z+jets CR ‘ Top quark CR

Two isolated, different-flavour leptons (€ = e, u) with opposite charge
Pre-selection plTe‘ﬂlcl >22GeV , p?‘rublead > 15GeV
mee > 10GeV, ]Vjet > 2

Np-jet,(pr>20 Gev) =0 \ Np_jet,(pr>20 Gev) =0 \ Np_jet,(pr>20 Gev) = |

Mer < myz —25GeV |mrr —mz| <25GeV Mer < myz —25GeV
mjj > 120 GeV - —
Selection - mee < 70 GeV -
central jet veto
outside lepton veto

A DNN is applied in the SR that uses 15 discriminant variables:
Adee, mee, mr, Aij’ mijj, PEF[, Z[ Ce, meyjys Meyjys Mpy M g s

jet jet jet feq . .
T J PJT *, and ET" significance

Table 1: Event selection criteria used to define the signal and control regions in the analysis. Definitions including
the pt thresholds for jet counting are given in the text. For leptons that are matched to the trigger, the lepton pr
requirements are applied in addition to the trigger matching scheme, which requires the pr of the lepton to be at least
1 GeV above the trigger level threshold.

and the two leading jets (my, j,, me, j,, me,j,, Mg, j,). Three variables targeting the H— WW* decay topology
are also utilized: the invariant mass of the two leptons (m¢¢), the difference between the azimuthal angles
of the two leptons (A¢¢¢), and the dilepton+E}niss transverse mass (mr). Finally, two additional variables
are included in order to suppress events containing top quarks, the leading background in the analysis: the
total transverse momentum (p‘TOt) is defined as the magnitude of the vectorial sum of the pr of all selected
objects, while the E7"* significance provides separation between events with real undetected high-pr
particles and events where the E%“iss is the result of resolution effects [82]. The DNN output reflects the
compatibility of an event with having VBF-like kinematics and thus is used as a classifier, with the signal
purity improving as the output value increases. The DNN output is used as the discriminating variable in
the statistical analysis, with seven bins in total. The bin boundaries are chosen with an algorithm that aims
to split the bins as finely as possible, while also requiring at least 10 expected signal and background events
each per bin as well as a maximum relative statistical uncertainty on the background of 20%, yielding
smaller bin widths on average for larger values of the DNN output. When these criteria are satisfied, a
bin boundary is set once there are more than 20 signal events present in a given bin. In the bin with the
highest DNN output, the expected VBF signal-to-background ratio is approximately 3.5. The DNN output
distribution in the final signal region is presented in Figure 1.

5 Background estimation

Several processes contribute to the background contamination in the SR: non-resonant WW, top-quark
pair (¢7) and single-top-quark (Wt), other diboson (WZ, ZZ, Wy, Wy*) and Drell-Yan (mainly Z — 77,
hereafter denoted Z+jets) production. Background processes with mis-identified leptons are commonly
denoted as Mis-Id, which are primarily composed of W+jets but also include the contribution from multi-jet
events with more than one mis-identified lepton as well as a minor contribution of semi-leptonic #z. Higgs
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Figure 1: Post-fit distribution of the DNN output in the VBF signal region, together with the top quark and Z+jets
control regions. The hatched band shows the total uncertainty of the signal and background modelled contributions.
The middle panel shows the ratio of the data to the sum of the fitted signal and background. The bottom panel
displays the signal to background ratio, where the hatched band indicates the combined statistical and systematic
uncertainty for the fitted signal and background.

boson production through mechanisms other than VBF are fixed to their SM expectations and treated as
backgrounds in the analysis.

The observed yields in dedicated control regions (CRs) are used to normalise the expected top-quark’
and Z+jets backgrounds in the SR. The CR selections are also summarized in Table 1. The top quark
CR is made orthogonal to the SR by requiring exactly one b-tagged jet instead of vetoing events with
b-tagged jets and is 98% pure in top quark backgrounds. The post-fit normalisation factor for the top-quark
backgrounds is found to be 1.02f8:g. The post-fit Ay;; distribution for events in the top quark CR is
presented in Fig. 2(a). The Z+jets CR is made orthogonal to the SR by inverting the Z — 77 veto:
|myr —mz| < 25 GeV. It is 78% pure in Z+jets events. The post-fit normalisation factor for Z+jets is

found to be 0.94i8:%g. The post-fit Ay;; distribution for events in the Z+jets CR is presented in Fig. 2(b).

7 The 7 and Wt processes are normalized together using a single factor.
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Figure 2: Post-fit Ay;; distribution in the (a) top quark and (b) Z+jets control regions. The red arrows in the sub-panel
denote where the central value of the data lies above or below the window. Each of the processes are normalized
to their post-fit yields in the corresponding CR. The hatched band shows the post-fit uncertainties derived from
propagating the relative normalization uncertainty for each process to the post-fit distribution. Uncertainties due to
shape variations are not accounted for in the uncertainty bands.

The Mis-Id background is estimated using a data-driven technique where control samples are used in which
all nominal selections are applied with the exception that one of the two lepton candidates fails to meet the
full identification criteria, but satisfies a looser set of identification criteria (referred to as an anti-identified
lepton). The expected yields from the Mis-Id background in the SR, top quark CR, and Z+jets CR are
extrapolated from the observed number of events in the corresponding control samples, after subtracting
the expected contribution from processes with two prompt leptons [S]. The small contribution from
processes with two misidentified leptons are accounted for in the extrapolation by applying a correction
term evaluated in a sample where both lepton candidates are anti-identified. The correction makes up
about 25% of the total misidentified lepton yield. The extrapolation factor is determined in a sample of
Z+jets-enriched events, where the Z boson decays to a same-flavour pair of electrons or muons, and the
misidentified lepton candidate recoils against the Z boson. It is defined as the ratio of the numbers of
events in which the misidentified lepton candidate is identified and anti-identified, and is measured in bins
of lepton pt and |n|. A correction factor is used to account for the fact that the Z+jets-enriched sample in
which the extrapolation factor is derived and the largest background source in the signal region (W+jets)
exhibit different compositions of sources of misidentified leptons, such as hadrons, non-prompt leptons
from heavy-flavour decays and photons. The sample composition correction factor is determined from the
ratio of extrapolation factors measured in W+jets and Z+jets MC simulation.

6 Systematic uncertainties

Uncertainties from both experimental and theoretical origins are assigned to the results. The dominant
experimental uncertainties are due to the E%‘iss measurement [77]. Other sources of experimental uncertainty



include jet energy scale and resolution [73], lepton energy (momentum) scale and resolution, identification
and isolation [69, 70], b-tagging efficiency [76], trigger uncertainties [66, 67], modelling of pile-up, and
luminosity measurement [83]. The luminosity uncertainty is only applied to the Higgs boson signal and to
background processes that are normalised to theoretical predictions. All the aforementioned experimental
uncertainties have been considered also for their impact on the DNN shape, except in the case where no
evidence for a significant systematic variation is observed. Three sources of uncertainty related to the
extrapolation factor used in the data-driven Mis-Id background estimate are considered: the statistical
uncertainty on the extrapolation factor itself, an uncertainty related to the subtraction of processes with two
prompt leptons from the Z+jets-enriched sample used to derive the extrapolation factor, and an uncertainty
in the sample composition correction factor. While the relative size of these three uncertainties depends on
the specific bin of the extrapolation factor, they collectively have only a minimal impact on the overall
signal strength.

Theoretical uncertainties are assessed through QCD renormalisation and factorisation scale variations. For
the main processes, the impact from different matrix element and non-perturbative effects are estimated by
a comparison between nominal and alternative generators. For the prediction of ggWW and of WZ, ZZ,
Vy*, and Vy production (VV), variations of the matching scale and non-perturbative effects are considered
instead of an alternative program. In addition, the effects of PDF model uncertainties are evaluated. The
dominant source of uncertainty on the signal strength originates from the VBF parton shower uncertainty,
which is taken as a comparison between the nominal MC sample and the prediction with an alternative
parton shower. The second largest theoretical uncertainty is due to the matching in the VBF signal samples
and is derived from a comparison between the PowHEG + HErwi1G 7 and MADGRAPH + HERWIG 7 signal MC
samples. In both cases, the primary components originate from shape differences in the DNN output.

7 Signal region yields and results

The signal strength parameter pypr is obtained from a simultaneous profile likelihood fit to data in the
signal and control regions defined in the previous sections. It is defined as the ratio of the measured
signal yield in these regions to that predicted by the Standard Model. The CRs are used to determine
the normalisation of the corresponding backgrounds and enter the fit as single bins. The systematic
uncertainties enter the fit as nuisance parameters in the likelihood function.

Table 2 shows the post-fit yields for the VBF SR. Yields are shown separately for the highest DNN output
bin, which provides the majority of the signal sensitivity. The number of observed signal events is in
agreement with the Standard Model expectation. The observed (expected) VBF signal has a significance of
7.0 (6.2) o above the background expectation. The signal strength for the VBF production mode in the
H— WW* decay channel is measured to be

pver = 1.04 53

1.04 fg:g (stat.) fg:gg (exp syst.) fg:g (sig. theo.) fg:gﬁ (bkg. theo.).

Furthermore, a consistent value is obtained when allowing the ggF background normalization to float freely
in the likelihood fit, with the observed significance reduced slightly to 6.3 o.

The cross-section times branching fraction, oy - Bg— ww-+, is measured to be

over - Buww+ = 0.857070 pb
0.85 + 0.10 (stat.) T8 (exp syst.) *0-15 (sig. theo. fg:gg (bkg. theo.) pb,



Process Total Highest DNN bin
Hypr 209+ 37 42.5+6.5
Hgop 169+ 62 22+1.5
Other Higgs 28+ 2.0 0.1+0.3
tt/Wt 7520 + 830 30+£1.7
Zly* 1460 £ 370 1.2+1.1
ww 2000 +350 24+1.6
Mis-Id 416 + 58 25+1.6
Other VV 392+ 64 0.5+0.7
Total 12200 + 120 545+6.0
Observed 12189 60

Table 2: Post-fit MC and data yields in the VBF SRs. Yields in the highest DNN output bin are also presented. The
quoted uncertainties correspond to the statistical uncertainties, together with the experimental and theory modeling
systematics. The sum of all the contributions may differ from the total value due to rounding. Moreover, the total
uncertainty differs from the sum in quadrature of the single-process uncertainties due to anti-correlation effects in
their systematic sources which dominate over their MC statistical uncertainties.

in comparison to the SM predicted value of 0.81 = 0.02 pb [26].

Table 3 shows the relative impact of the main uncertainties on the measured value of uygp. The
measurements of the cross-section times branching fraction and the signal strength are dominated by theory
uncertainties, of which VBF signal uncertainties make up the largest contribution.
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Source Apvgr/ pver %]

Data statistics 12.5
Total systematics 17.8
Experimental uncertainties 8.8
Missing ET 4.7
MC statistics 3.1
Jet energy scale 2.2
Luminosity 1.9
Modelling of pile-up 1.7
b-tagging 1.6
Jet energy resolution 1.4
Misidentified leptons 0.9
VBF signal theory uncertainties 144
Background theory uncertainties 7.7
ggF Higgs 5.2
Top-quark 33
ww 2.5
Z+jets 1.9
Total 22

Table 3: Breakdown of impacts on the signal strength uygr. The uncertainties are estimated by the breakdown
method, in which nuisance parameters associated with the uncertainty group in question are first fixed to their best
fit value and the uncertainty on the measured signal strength is recomputed. The quadrature difference between
the original and recomputed uncertainties present the impact of the uncertainty group. The uncertainties of the
main components were calculated by iteratively fixing the respective sets of nuisance parameters and calculating the
quadrature difference to the previous step, in reverse order of display.

8 Conclusions

A search for VBF production of Higgs bosons in the H— WW™* decay channel is performed. This result is
based on a dataset of proton-proton collisions recorded with the ATLAS detector at the LHC in 2015-2018
at a center-of-mass energy of 13 TeV and corresponds to an integrated luminosity of 139 fb~!. The observed
(expected) signal significance is found to be 7.0 o (6.2 o). The product of the total VBF cross-section times
the H— WW* branching fraction is measured at 0.85 + 0.10 (stat.) fg:}; (syst.) pb, compatible with the
Standard Model prediction of 0.81 + 0.02 pb. These results provide an observation of the VBF production

of Higgs bosons subsequently decaying to a pair of W bosons.
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due to shape variations are not accounted for in the uncertainty bands.
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sub-panel denote where the central value of the data lies above or below the window. The yield for each process is
normalized to its post-fit yield in the top quark CR. The hatched band shows the post-fit uncertainties derived from
propagating the relative normalization uncertainty for each process to the post-fit distribution. Uncertainties due to
shape variations are not accounted for in the uncertainty bands.
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Figure 6: Post-fit distributions of mrt, m;;, p‘T‘", and lepton n-centrality in the Z+jets CR. The yield for each process
is normalized to its post-fit yield in the Z+jets CR. The hatched band shows the post-fit uncertainties derived from
propagating the relative normalization uncertainty for each process to the post-fit distribution. Uncertainties due to
shape variations are not accounted for in the uncertainty bands.

21



260||| IIIII|IIIIIIIIIIIIIIIIIIIlIIIIIII_
= ATLAS Preliminary i
~ s /s =13 TeV, 139 fb™ b
! H - WW* _, evuyv y
L —— Observed
401 —— Observed (theo. syst.)
o —— Observed (stat. only)
P | U U R Expected -
sl 3 \\ v\ - Expected (theo. syst.) ]
A\ W Expected (stat. only)
20_—
10[-
O_I 1 | 11 1 | 11 1 | 1 ~I-\I\ [ | 11 1 | 11 1 | 11 I_

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2

Figure 7: The observed (expected) negative log-likelihood as a function of the VBF signal strength, uygp, with all
systematics included (black lines), with all parameters fixed to their best-fit values except the ones corresponding to
theoretical uncertainties (blue lines), with the same procedure applied to all systematic uncertainties, so that only
statistical uncertainties remain (green lines). The gray horizontal lines and labels on the right show the levels of
—2In(A) that correspond to different confidence intervals for pygp.

22



g = | | | | ! | T I |
B 10 ATLAS Preliminary ~ =Paa  \ Uncerainy 1 80
~~ - —

0 C {s=13TeV, 139 fb* B Her L 1

£ 105 H - Ww* - evuy Il other H tt/wt i

o S B ww B z iy

L 10° i Mis-Id Il other Vv 60

T IIIII|T|

40

20

: 0

Top CR Z+jets CR [0,0.25] [0.25,0.59][0.59,0.73][0.73,0.83][0.83,0.89] [0.89,0.93] [0.93,1.00]
CRs DNN output in SR

Figure 8: Post-fit distribution of the DNN output in the VBF signal region, together with the top and Z+jets control
regions. The hatched band shows the total uncertainty of the signal and background modelled contributions.

23



	1 Introduction
	2 The ATLAS detector
	3 Signal and background predictions
	4 Event selection and multivariate analysis
	5 Background estimation
	6 Systematic uncertainties
	7 Signal region yields and results
	8 Conclusions
	Appendix

