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1. INTRODUCTION
The first results on multicomponent equiatomic

metal alloys were obtained in 2004 by Yeh [1] and
Cantor [2]. In these works, such alloys were shown to
be capable to form solid solutions with highly symmet-
ric crystal lattices (cubic face-centered (fcc) or body-
centered (bcc)). According to generally accepted for-
mulation, this class of materials involves alloys con-
taining no less than four basic elements with concen-
trations ranging from 5 to 35 at %. Due to the large
configuration entropy arising in such alloys compared
to traditional alloys, this class of compounds is called
high-entropy alloys (HEAs). Nevertheless, it was
shown [3–6] that configuration entropy is not always
the main factor that determines the phase composition
of HEAs. Other factors should also be accounted for,
for example, the enthalpies of mixing of the compo-
nents, the contributions of the vibrational and elec-
tronic entropies, etc. Several techniques were pro-
posed to forecast the phase composition of HEAs [7–
14]. In these works, various numerical criteria of form-
ing a disordered solid solution or the secondary phase
precipitates were proposed. These criteria are based on
the enthalpies of formation of binary compounds [7],
enthalpies of formation [8] and the Gibbs energies [11]

of intermetallides and a disordered solid solution,
configuration and excess entropy [9], interatomic dis-
tances and bulk elasticity moduli [10]. The differences
in the band structure [12], electronegativity [13],
enthalpies of mixing, and atomic radii [14] are also
used. Nevertheless, none of these approaches is able to
determine the exact structures and phase composi-
tions of HEAs. Interest in HEAs is growing rapidly due
to the unique properties of some of the alloys studied
[4]. For example, the Cantor CoCrFeMnNi equi-
atomic alloy exhibits an excellent combination of
mechanical properties, such as ultimate ductility [15,
16], high tensile strength [17, 18], hardness [19], and
high resistance to destruction at cryogenic tempera-
tures [16, 18]. The MoNbTaVW alloy from refractory
metals demonstrates high heat resistance [20]. The
Al0.5CoCrCuFeNi alloy has high fatigue resistance
[21], and both CoCrFeNiTi and AlCoCrFeNiTi have
excellent wear resistance [22]. The Cantor alloy and
similar HEAs were also shown to have high resistance
to radiation-induced degradation processes, such as
swelling [23, 24], hardening [24, 25] and segregation
[26]. The CoCrFeNi аlloys (CCFN) are among the
most studied HEAs. The phase composition of CCFN
was studied using X-ray diffraction (XRD) [27],
389
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energy dispersive X-ray method (EDX) [28], neutron
diffraction [29] and high-angle dark-field transmis-
sion microscopy (HAADF) [30]. Most studies showed
that CCFN forms a single-phase solid solution [14, 27,
31, 32]. However, there is some experimental evidence
of a more complex phase composition of CCFN. For
example, high-energy XRD analysis showed the pres-
ence of two fcc sublattices with close values of lattice
parameters [29]. Moreover, HAADF and EDX studies
showed the formation of precipitates [28] and local
ordering of Cr atoms [30]. Also, the formation of
Cr-saturated precipitates with bcc and tetragonal lat-
tice structure was found in [33]. In [34], it was shown
that σ phase, an ordered B2 phase, and M23C6 carbides
are formed in CoCrFeMnNi alloy at temperatures up
to 1000 K, 1200 K, and 1400 K, respectively. The B2
phase with a bcc lattice containing nickel and alumi-
num was found after plastic deformation [35].

The CCFN alloy was also intensively investigated
using numerous theoretical approaches, such as ther-
modynamic calculations [3, 36], classical molecular
dynamics (MD) [37, 38], electron density functional
theory (DFT) [7, 30, 39], quantum MD (QMD) [40,
41] and atomistic DFT-based Monte Carlo calcula-
tions (AIMC) [42]. The main disadvantage of thermo-
dynamic calculations is the low accuracy, while the
MD, QMD, and AIMC are typically characterized by
small temporal and spatial scales. As a consequence,
the results obtained by these methods often have
insufficient reliability. In this work, we carry out a
comprehensive experimental–theoretical investiga-
tion of local ordering in CCFN using such experimen-
tal methods as atom-probe tomography and electrical
resistence measurements upon thermal aging of the
initial and irradiated HEA samples. As was shown
many times [43, 44], the change in electrical resis-
tance correlates with structural changes in multicom-
ponent alloys. Upon reaching temperatures sufficient
for the state of equilibrium to be established upon dif-
fusion, the electric resistance follows the equilibrium
dependence with the change in temperature [45]. The
use of radiation to speed up diffusion processes makes
it possible to detect the changes in the structure at
lower temperatures [46, 47]. The theoretical part of the
study is carried out by means of atomistic Monte Carlo
using potential [48]. This approach makes it possible
to carry out calculations on experimentally achievable
temporal and spatial scales with an accuracy close to
the DFT accuracy.

The paper is organized as follows. In Subsections 2.1
and 2.2, we describe the experimental and theoretical
methods to be used. In Subsection 3.1, the experimen-
tal results of atom-probe tomography of the initial
CoCrFeNiMn alloy are given. In Subsection 3.2, the
results of electric resistance measurements under iso-
chronal annealing at temperatures ranging from 300 to
900 K for CoCrFeNiMn, CoCrFeNi, and CrFeNiMn
samples are described. And finally, in Subsection 3.3,
PHY
the results of a theoretical study of the CoCrFeNi alloy
are presented.

2. RESEARCH METHODS
In this work, a comprehensive theoretical–experi-

mental study of the atomic evolution of CoCrFeNi,
CoCrFeNiMn, and CrFeNiMn structures during
thermal and radiation aging was carried out. The com-
bined approach allows us to obtain the most complete
information about the object of study, to facilitate ver-
ification of experimental data, as well as theoretical
results.

2.1. Experimental Methods
The experimental part of the work involves the fab-

rication and characterization of the HEA samples, as
well as the measurements of the curves of isochronal
annealing of electrical resistance in the initial state and
after electron irradiation. Samples of all three compo-
sitions were manufactured using similar techniques,
the same equipment and starting materials. The atom
probe tomography (APT) method was used to cha-
racterize the state of the obtained samples. Due to
the high cost and labor expenses of APT, only
CoCrFeNiMn alloy was investigated by this method,
since it has the most complex chemical composition.
To study the atomic structure evolution of HEAs, the
dependences of the relative change in resistance on
temperature were measured (the so-called curves of
isochronal annealing) for samples in the initial state
and after electronic exposure. Details of each stage of
the experimental part of the work are described in the
following subsections.

2.1.1. Samples fabrication. Samples of high-
entropy alloys were made from pure elements (high-
purity iron, electrolytic nickel and cobalt remelted in
vacuum, electrolytic chromium and manganese were
preremelted in an arc furnaces for cleaning) by arc
melting with a nonconsumable tungsten electrode in
an argon atmosphere, purified by preliminary remelt-
ing of a zirconium getter. 60 g equiatomic alloy ingots
were turned over and remelted at least 7 times to
increase homogeneity. The obtained ingots were
forged into rectangular tiles and annealed for 3 h in an
argon atmosphere at a temperature of 1000°C for
homogenization of a solid solution. To prevent the
evaporation of manganese, the alloys were wrapped
into molybdenum foil. After annealing, an outer
0.5 mm thick layer was removed from the samples and
the material was subjected to cold rolling into tapes of
various thicknesses. Samples for investigations were
made from the obtained tapes and annealed in vacuum
for 0.5 h at a temperature of 800°C to remove stresses
and for recrystallization.

2.1.2. Characterization of the original structure. To
study the initial structure of the samples, the analysis
of atomic-scale distributions of chemical elements in
SICS OF THE SOLID STATE  Vol. 62  No. 3  2020
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the studied alloys was carried out. For this purpose, a
PAZL-3D (IT-EF) setup for atom-probe tomography
was used [49]. During research, the samples tempera-
ture was about 50 K. The data were collected at a con-
stant voltage of 1 to 9 kV on the samples and a laser
pulse duration of 300 fs, a frequency of laser pulses of
25 kHz, a pulse energy of 0.1–5 mJ, and a wavelength
of 515 nm of the laser radiation harmonic. During the
study, the vacuum was kept at the level of (5–7) ×
10‒10 Torr, and evaporation rate was ~5 atoms per
1000 laser impacts.

To analyze the local homogeneity of the solution
and the degree of short-range order, we used the “local
chemical enrichment method.” The general principles
of application of this method are described in [50].
This method allows one to analyze a complete set of
atomic-probe data for the presence or absence of the
regions corresponding to the initial stages of nucle-
ation of secondary phases. The essence of the algo-
rithm is to find the distribution of concentrations of
chemical elements in the spherical regions around
atoms of a selected type. In this case, the frequency
distribution of concentrations of various components
is plotted in a sphere containing the nearest neighbors.
Then, the obtained frequency distribution is analyzed
in comparison with the binomial distribution corre-
sponding to a random arrangement of atoms in the
material. Deviation of the frequency distribution from
binomial indicates the decay of a disordered solid
solution.

2.1.3. Measuring the temperature dependence of
electric resistance. To measure the residual electrical
resistance in liquid helium, a V2-39 nanovoltmeter
and a P320 current stabilizer were used. The measure-
ments were carried out using the standard four-con-
tact method with an error of 0.02%. In order to avoid
distortion of the results associated with the contacts,
the samples in the form of a foil with a thickness of
about 200 μm were supplied with potential contacts of
the same material. The uniformity of irradiation along
the depth of the samples was due to the fact that elec-
tron ranges exceed the thickness of the samples by
more than an order of magnitude. Isochronal anneal-
ing was carried out in an oven mounted on a STG-40
Dewar transport vessel in a helium atmosphere puri-
fied by a titanium getter. The oxygen concentration
was no higher than 10–10%. The accuracy of tempera-
ture maintenance during isochronal annealing was
0.1 K. Samples were mounted in a sample holder
equipped with a chromel–alumel thermocouple for
temperature control. The holder made it possible to
quickly transfer samples into the oven and into liquid
helium, and the cooling time to room temperature
after each annealing was about 1–2 s.

To speed up diffusion processes, the studied mate-
rials were irradiated to a dose of 10–4 dpa (displace-
ments per atom). The samples were irradiated with
5 MeV electrons in a LUE-5 linear electron accelera-
PHYSICS OF THE SOLID STATE  Vol. 62  No. 3  2020
tor in a f low cryostat in an atmosphere of purified
helium. In this case, an electron beam scanning was
used to achieve irradiation uniformity of about 10%.
The irradiation temperature was maintained by tem-
perature control of the f lowing helium and changes in
its f low rate, and amounted to 270 ± 10 K.

2.2. Theoretical Methods
The theoretical part of the work is to study the

HEAs structure evolution by atomistic modeling
methods. It should be noted that due to complex
structure of HEAs (many components with high con-
centrations), this problem cannot be solved using MD
methods. Indeed, the study of HEAs by classical
molecular dynamics methods is very difficult, since
the semiempirical interatomic interaction potentials
used in this approach are not able to provide the nec-
essary accuracy for the description of multicomponent
systems. Quantum-mechanical calculations in the
framework of the DFT theory are free of this draw-
back; however, they are computationally very expen-
sive. As a result, DFT-based molecular dynamics can
be used to simulate processes with duration no more
than hundreds of picoseconds. Obviously, this is not
enough for studying the diffusion-controlled evolu-
tion of the atomic structure of HEAs in an interesting
temperature range from a practical point of view
(300–1000 K). We use the iterative multiscale
approach to overcome the described limitations. Its
conceptual scheme is presented in Fig. 1. As can be
seen from the figure, this scheme includes four main
stages.

1. At the first stage, DFT calculations are per-
formed for a large number of representative HEA
structures, and the results are combined into a data-
base.

2. At the next step, on the basis of the quantum-
mechanical calculation base, the machine-learning
multicomponent potential on the lattice (LRP) is
parameterized.

3. Next, the obtained potential is used to model the
atomic structure evolution of HEAs using atomistic
MC method.

4. Based on simulation results, the most represen-
tative configurations of HEAs are chosen. Then, the
LRP error is determined for these HEAs with respect
to the DFT calculation results. If the error exceeds
5 meV/atom, then the self-consistency cycle shown in
Fig. 1 proceeds to the next round. Namely, the data
base is to be supplemented with a new set of represen-
tative configurations, the training of the potential
occurs using the updated base, etc.

The calculation parameters from Sections 1–3 are
described in detail below in subsections 2.2.1, 2.2.2,
and 2.2.3, respectively. In addition, methods used to
characterize the atomic structure of HEAs are
described in subsection 2.2.4.
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Fig. 1. Conceptual diagram of atomistic calculations of
HEAs.
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2.2.1. Quantum-mechanical calculations. Quan-
tum-mechanical calculations were carried out in the
framework of DFT using the Vienna Ab-Initio Simu-
lation Package (VASP) computational code [51, 52].
The PAW pseudopotentials [53, 54] formulated in the
generalized gradient approximation (PBE) [55] were
employed in this work. For Fe, Cr, Ni, and Co pseu-
dopotentials, the number of electrons outside the core
was 8, 6, 10, and 9, respectively.

The initial coordinates of atoms were set in accor-
dance with the positions of the sites of the fcc cubic
lattice. The computational cell was a 2 × 2 × 2 cube of
the lattice period and, thus, contained 32 atoms. The
cutoff energy of the plane wave basis was 350 eV. For
integration by the Brillouin zone, a 3 × 3 × 3 mesh was
used. Plotting the mesh in reciprocal space was carried
out using the Monkhorst–Pack method [56]. Using
these parameters enabled achieving convergence in
absolute value of the configuration energy within
1 meV/atom.

After setting the initial conditions, the potential
energy of the system was minimized by the conjugate
gradient method. The positions of the ions and the
volume of the calculation cell underwent relaxation
during the calculation. Magnetic degrees of freedom
were not taken into account, since the Curie point of
the alloy under study lies much lower than room tem-
perature (about 130 K) [57].

The results of calculations of configurations repre-
senting a disordered solid solution were used as the
initial database. That is, the choice of a chemical ele-
ment (Fe, Co, Ni, or Cr), which would occupy a cer-
tain lattice site, was made randomly. In this case, the
concentration of each element in the calculation cell
could vary from 6 to 90 at %. Thus, a database of
1000 configurations was created, which was then iter-
PHY
atively supplemented in accordance with the scheme
shown in Fig. 1.

2.2.2. Low-ranking interaction potential. To model
the atomic structure evolution, it is necessary to
describe the dependence of the energy of the system
on the configuration of atomic surroundings. In this
work, for this purpose, the low-rank interatomic inter-
action potential on the lattice was used (denoted above
as LRP) [48]. LRP belongs to the class of machine-
learning potentials; its main aim is to interpolate the
results of quantum-mechanical calculations. Like
other interatomic interaction potentials, LRP uses a
number of assumptions. First, it is assumed that the
total energy of the system (Etotal) is representable as the
sum of the contributions of individual configurations
of surrounding atoms (Ei)

(1)

where N is the number of atoms in the system. Further,
it is assumed that the atoms of the system are not
strongly displaced relative to the sites of an ideal lat-
tice. “Not strongly” means that all atoms of the system
have the same number of nearest neighbors, 12 in the
case of the fcc lattice under consideration. Then the
contribution of the i-th atomic configuration to the
energy of the system is uniquely determined by the set
of types (Fe, Cr, etc.) of the nearest neighbors of the
ith atom and its type. In other words,

(2)
where σ1…σn is the set of parameters, characterizing
the type of i-th atom and its nearest neighbors (n = 13
for fcc lattice); V(σ1…σn) is the interatomic interaction
potential. In addition, it is assumed that with sufficient
accuracy V(σ1…σn) is represented as the product of
low-rank tensors. Therefore, V has the following form

(3)

where  is the matrix of size , and r0 =
rn = 1. In our work, r1 and  were equal to 4, and

ri = 8 for others. The elements of matrices 
were determined by minimizing the mean square error

(4)

where K is the number of configurations in the learn-
ing set,  is the k-th configuration,  and

 are the energies of the relevant configura-
tion calculated using LRP and DFT, correspondingly.

2.2.3. Atomistic Monte Carlo. To simulate the
structure evolution of HEAs, we used atomistic Monte
Carlo method on lattice implemented in the
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Table 1. Concentrations of chemical elements in the studied volume of CoCrFeNiMn

Element Fe Ni Cr Mn Co C Si

at % 23.1 ± 0.2 18.9 ± 0.2 19.8 ± 0.2 18.6 ± 0.2 19.5 ± 0.2 0.73 ± 0.03 0.11 ± 0.03
SPPARKS software package [58]. The sequence of
system configurations was generated using the algo-
rithm by Metropolis [59]. The energy of each configu-
ration was calculated using LRP, trained on the cur-
rent database of quantum-mechanical calculations.

HEAs were simulated in a cubic computational cell
with an edge length of 20 lattice periods. Thus, the cell
contained 32000 atoms located at the sites of the fcc
lattice. It should be noted that the computational effi-
ciency of MC allows one to simulate systems of larger
size. However, additional tests showed that for the
considered systems this is impractical since the calcu-
lations using larger cells give the same result.

2.2.4. Nearest-order parameter and heat capacity.
For quantitative analysis of the degree of ordering of
the system under consideration, the Warren–Cowley
short-range order (SRO) parameter [60] was used. For
a binary composition, the order parameter αΑ–B is
determined according to the formula

(5)

where PAB is the conditional probability of the
presence of atom B among the nearest neighbors of
atom A, cB is the concentration of atoms B in the cal-
culation cell.

The correlation between parameter SRO and the
local distribution of atoms can be illustrated by the fol-
lowing examples. If an atom of type A is predomi-
nantly surrounded by atoms of the same type, then
probability PAB is close to zero, and SRO is close to
unity. If atoms of type A and B are randomly distrib-
uted in the computational cell, then PAB is close to cB,
and SRO is close to zero. If an atom of type A is mainly
surrounded by atoms of type B, then SRO has a nega-
tive value. The order parameter in formula (5) is
defined for a pair of elements of type A and B. There-
fore, an alloy with N components is characterized by

the set of  order parameters. Similarly to

the binary compound case described above, the order
parameter αA–B characterizes the distribution of type
A and B atoms in a multicomponent system.

It should be noted that parameter SRO is conve-
nient for describing the processes of local ordering, but
it does not always permit accurately determining the
temperature of the phase transition. For this purpose,
it is much more convenient to use integral parameters
characterizing the state of the system as a whole. One
of these parameters is the specific heat capacity deter-
mined from the dispersion in the energy f luctuations

−α = − AB
A B

B

1 ,P
c

−( 1)
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of the system in the state of thermodynamic equilib-
rium. The formula for calculating the specific heat
capacity is given by

(6)

where Ei is the energy of i-th configuration; k is the
Boltzmann constant; T is the temperature. Angular
brackets denote averaging over i, which is performed
after the system is passed into the state of equilibrium.

3. RESULTS AND DISCUSSION
A discussion of the results obtained in the work is

organized as follows. Firstly, we describe the results of
the atomic-probe tomographic study of the initial
structure of the samples. After that, the measured
annealing curves of electrical resistivity are discussed.
The last part of the section is devoted to a discussion
of the results of modeling and interpretation of exper-
imental data.

3.1. Analysis of the Initial State of the Samples
The Table 1 shows the chemical composition of the

CoCrFeMnNi sample, which was studied using APT.
According to the obtained data, the concentrations of
various components differ by a few atomic percent. In
particular, the concentration of chromium and iron in
the sample is higher than equiatomic concentration,
while the concentrations of nickel, manganese, and
cobalt are lower. The total content of carbon and sili-
con is about 2%. The effect of these impurities on the
results of experimental studies is not considered in this
paper.

To characterize the initial state of the alloy, ele-
mental distributions in the test sample were obtained
according to the procedure described in Subsec-
tion 2.1.2. Atomic maps of the main elements of the
alloy are shown in Fig. 2. The data presented indicate
the absence of precipitation or segregation of the com-
ponents. Thus, the initial state of the alloy is a solid
solution without visually observed inhomogeneities.

However, local ordering of elements may occur in
the alloy. To reveal it, a quantitative analysis of the dis-
tribution of the main components of the alloy relative
to each other was carried out. In particular, probabili-
ties of various concentrations of iron, nickel and chro-
mium atoms were determined in the nearest surround-
ing of chromium atoms. For this purpose, a sphere
with a radius of 2 nm was plotted around each chro-
mium atom, and the concentration of the second ele-
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Fig. 2. Atomic maps of CoCrFeNiMn alloy in the original
state.

10 nm

Co Cr Fe Mn Ni

Fig. 3. Dependence of the fraction of Ni atoms (squares),
Fe (triangles), and Cr (circles) from their concentration in
a sphere of radius 2 nm around chromium atoms. Dotted
lines: parameterization of experimental points of the nor-
mal distribution function; solid lines: difference between
experimental data and the parameterized distribution
function.
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ment (iron, chromium, or nickel) in this sphere was
calculated. For various values of the concentration of
the second component, the fraction of chromium
atoms around which this value of the concentration of
the second component in the nearest environment was
determined. In a disordered solid solution, this depen-
dence has the form of a normal distribution, the center
of which coincides with the concentration of the sec-
ond component in the sample. The deviation of the
obtained curve from the normal distribution indicates
the presence of local inhomogeneities in the short-
range order of atoms.

Figure 3 shows the relative concentrations of vari-
ous atoms: Ni (squares), Fe (triangles), and Cr (cir-
cles). Dotted lines indicate data parameterization
using the Gauss function. The solid lines at the bottom
of the graph show the difference between the experi-
mental data and the results of the curve parameteriza-
tion. From the presented data it follows that the distri-
butions under study are close to the normal distribu-
tion. This means that in the volume under study there
is no ordering of elements and the formation of preсip-
itates is absent. Thus, the initial state of CoCrFeNiMn
is a disordered solid solution.

3.2. Electrical Resistivity of the Sample
An investigation of the atomic structure evolution

of HEAs was carried out by measuring the temperature
dependence of the residual electrical resistance during
isochronal annealing. Figure 4 presents the results
obtained for irradiated (dark symbols) and unirradi-
ated (light symbols) CoCrFeNiMn (1), CoCrFeNi (2),
and CrFeNiMn (3) samples. From the data presented
we can conclude that temperature dependence of the
PHY
electrical resistance of irradiated and unirradiated
samples is significantly different. In particular, for
unirradiated samples, a noticeable change in electrical
resistance does not occur up to 550 K. After this, an
almost linear increase in electrical resistance occurs,
which reaches a maximum at 750–770 K. A further
increase in temperature leads to a sharp drop in elec-
trical resistance.

For irradiated samples, the temperature profile of
electrical resistance is different from that described
above. For these samples, the increase in electrical
resistance starts at temperatures above 350 K. Simi-
larly to unirradiated samples, an increase in electrical
resistance is observed, reaching a certain constant
value at 550 K (for CoCrFeNiMn and CoCrFeNi).
With increasing temperature to 750 K, the electrical
resistance of these samples practically does not
change. A further increase in temperature above 770 K
leads to a sharp drop in electrical resistance, as for
unirradiated samples. We can see that for each alloy
that above 800 K the graphs merge into a single depen-
dence for irradiated and unirradiated samples. This
points to the equilibrium character of this depen-
dence, determined by the annealing temperature and
caused by thermal diffusion.

It should be noted that with a specific residual elec-
trical resistance of irradiated samples at a level of
100 μΩ/cm, the magnitude of the observed growth is
about two orders of magnitude higher than the
expected increase in electrical resistance due to the
accumulation of radiation defects. Thus, the described
SICS OF THE SOLID STATE  Vol. 62  No. 3  2020
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Fig. 4. Temperature dependence of the relative change in
electrical resistance for CoCrFeNiMn samples (1),
CoCrFeNi (2) and CrFeNiMn (3). Irradiated samples are
indicated by dark symbols; nonirradiated, by light ones.
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increase in electrical resistance cannot be explained by
the accumulation of radiation defects during irradia-
tion.

The above described behavior of the electrical
resistance can be explained by diffusion-controlled
formation of precipitates that decay at a temperature
of 770 K. The difference in the electrical resistance
profile for irradiated and nonirradiated samples is due
to the acceleration of diffusion processes, which is
caused by the migration of vacancies formed during
electron irradiation of alloys. This leads to an acceler-
ated formation of precipitates in irradiated samples
compared with unirradiated ones. The resulting pre-
cipitates are thermodynamically stable up to 770 K.
Therefore, the electrical resistance is practically
unchanged at temperatures from 550 to 770 K. The
preсipitates dissolve at higher temperatures, signifi-
cantly reducing the electrical resistance. Thus, the
results manifest that in the considered multicompo-
nent materials the precipitate formation may occur at
temperatures up to 770 K. However, these data, as well
as the APT results, do not allow us to determine the
composition of these precipitates.

3.3. Calculation Results
To determine the composition of precipitates

formed during isochronal annealing in Subsection 3.2,
we studied the thermodynamic stability of the
CoCrFeNi system. For this system, as for
CoCrFeMnNi, similar trends are observed. However,
CoCrFeNi has a simpler chemical composition,
which simplifies the solution of this problem. The
description of the results of theoretical studies in the
next section is organized as follows. The verification
results of the used on-lattice potential are given in the
PHYSICS OF THE SOLID STATE  Vol. 62  No. 3  2020
first part. Thermodynamically equilibrium structures
in CCFN over a wide temperature range are described
further. Finally, the results of the calculations are pre-
sented in which the atomic structure evolution of
CCFN during isochronal annealing was studied to
reproduce the results of measuring the electrical resis-
tance.

3.3.1. Comparison of DFT and LRP. To verify the
potential used, a comparison was made of the poten-
tial energies obtained using DFT and LRP for config-
urations from the test set. In these configurations, the
atoms of various types have random arrangement by
the crystal lattice sites. In addition, these configura-
tions were not used to obtain the potential on the lat-
tice. The histogram of the LRP error distribution rela-
tive to the DFT is shown in Fig. 5. According to the
data presented, the error distribution is close to nor-
mal with a standard error of 1.4 meV/atom. This error
is close to the accuracy of calculating the potential
energy by the DFT method. So the used low-ranking
interatomic interaction potential reproduces the
potential energy values for various configurations with
an accuracy close to the DFT accuracy.

3.3.2. Equilibrium CCFN structures. In order to
study the boundaries of the single-phase existence of
CCFN, a series of Monte Carlo calculations was car-
ried out in temperature range from 373 to 1600 K. For
each temperature, the initial state of the system was a
disordered solid solution. At least 104 jumps per atom
performed in the computational cell before reaching
the thermodynamic equilibrium of the system. An
analysis of the atomic structure of the final states of
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Fig. 6. Formation of the Ni2Cr and Ni4Cr precipitates
(light and dark symbols, respectively) at 500 K (a), and dis-
ordered solid solution at 950 K (b).

(a) (b)

Fig. 7. Temperature dependence of specific heat capacity Cp.
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the system showed that the formation of two ordered
structures occurs in CCFN. First, at temperatures up
to 1000 K, a simple cubic lattice of chromium atoms is
formed. This means that chromium atoms in the sub-
lattice do not have other chromium atoms among their
nearest neighbors. Second, Ni–Cr precipitates are
formed at temperatures below 850 K. The composi-
tion of these precipitates changes with temperature:
below 600 K, they consist of a mixture of Ni2Cr and
Ni4Cr, and between 600 and 850 K, they consist of
Ni4Cr. As an example, Fig. 6a shows a mixture of
Ni2Cr (dark region) and Ni4Cr (bright region) of these
precipitates at a temperature of 500 K.

To illustrate the behavior of HEAs at higher tem-
peratures, Fig. 6b shows the formation of a disordered
solid solution at a temperature of 950 K.

In order to check the results described above, addi-
tional DFT calculations were carried out, the purpose
of which was to determine the enthalpy of the Ni4Cr
precipitate formation. To calculate the enthalpy, the
decomposition reaction of a disordered CCFN solid
solution into a mixture of Ni4Cr precipitate (i) and a
system with chromium sublattice (ii) was considered.
The potential energy for (i) and (ii) was determined by
averaging the energies for 10 different configurations.
According to the results, the enthalpy of formation of
Ni4Cr precipitate is −27 meV/atom in the DFT calcu-
lations and −36 meV/atom in the LRP calculations. It
should be noted that the formation of Ni–Cr precipi-
tates was also observed in other works [61, 62]. In the
above studies, it was shown that precipitates based on
Ni2Cr are formed at temperatures up to 800 K. Thus,
the performed DFT calculations confirm the forma-
tion of Ni–Cr precipitates in CCFN at low tempera-
tures being consistent with the results published in
other works. To determine the decay temperature of
ordered structures (Ni–Cr precipitates and chromium
sublattices) more accurately using formula (6), we cal-
culated the specific heat capacity of the system in the
considered temperature range. Its temperature depen-
PHY
dence is shown in Fig. 7. The graph shows two distinct
peaks of specific heat capacity corresponding to the
decay of the ordered structures at 773 and 973 K. An
analysis of the atomic structure of the corresponding
configurations showed that Ni–Cr precipitates decay
at 773 K, while the cubic chromium sublattice decays
at 973 K.

3.3.3. Concentration of precipitates at isochronal
annealing. As was shown above, for the initial state of
CoCrFeMnNi, the distribution of element concentra-
tions around chromium atoms differs from the normal
one. This deviation may be due to the initial stage of
precipitate formation. This assumption is confirmed
by the results of measurements of electrical resistance
during isochronal annealing. Indeed, with an increase
in temperature to 770 K, an increase in electrical resis-
tance is observed for three samples of HEAs. This
increase may be associated with an increase in the
concentration of precipitates. However, the composi-
tion of these precipitates cannot be determined from
the data presented. To resolve this issue, a series of
additional calculations was performed to reproduce
the results of measurements of electrical resistance.

In preparation for calculations, for each tempera-
ture, at which the electrical resistance was determined,
the number of jumps per atom occurred in the system
during measurement was obtained. This number was
calculated by the formula

(7)

where Njumps is the number of jumps per atom during
annealing time tanneal, D is the self-diffusion coefficient
of atoms, Δ is the distance between the nearest neigh-

=
Δ

anneal
jumps 2

6 ,DtN
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Fig. 8. Temperature dependence of the change in electrical resistance and order parameter for Ni atoms for unirradiated (a) and
irradiated (b) sample. Solid line (triangles): experimental values of electrical resistance; dashed-dotted line (squares): the order
parameter for calculations with diffusion coefficient from [63]; dashed line: accelerated diffusion; dashed line (rhombs): thermo-
dynamically equilibrium parameter of order.
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bors. To calculate the self-diffusion coefficient, the
experimentally determined parameters were used
(preexponential factor and activation energy) [63]. A
disordered solid solution was the initial state of the
system. After that, the calculation was performed for
each temperature until the required number of jumps
per atom was accumulated. The final state of the sys-
tem was taken as the initial one for the next calculation
at a higher temperature. Negative-order parameter
‒αNi–Ni for nickel atoms was used for a numerical esti-
mate of the degree of ordering.

Figure 8a shows the calculation results. As
expected, the diffusion processes are slowed down at
low temperatures and the system under study does not
have time to reach thermodynamic equilibrium.
Therefore, at low temperatures, the red curve is lower
than the thermodynamically equilibrium one. With
increasing temperature, these curves will approach
each other. At a certain temperature, the order param-
eters in both calculations become the same.

According to the presented data, the curves of the
temperature dependence of the electrical resistance
and the order parameter have a similar profile. Never-
theless, the maximum change in electrical resistance
occurs at 753 K, while the order parameter reaches a
maximum at 853 K. Also, a noticeable increase in the
electrical resistance begins at 450 K, although −αNi–Ni
begins to grow at  730 K. This means that the tempera-
ture dependence of the order parameter is shifted to
higher temperatures by more than 100 K.

An analysis of the atomic structure showed that an
increase in the order parameter is associated with the
PHYSICS OF THE SOLID STATE  Vol. 62  No. 3  2020
formation of Ni2Cr and Ni4Cr precipitates at tempera-
tures up to 850 K. An increase in the concentration of
precipitates is consistent with an increase in electrical
resistance. However, to explain the temperature shift
of the order parameter curve in comparison with the
electrical resistance curve, it is necessary to perform
additional calculations. Significant difference between
experimental and calculated data is likely caused by
the following. To determine the number of jumps per
atom that occurs at each temperature during iso-
chronal annealing, we used experimentally deter-
mined self-diffusion coefficients [63]. This approach
assumes a constant value of the vacancy migration
energy. However, in multicomponent systems, this
value quantity depends on the local environment of
the diffusing atom. Therefore, the rate of self-diffusion
can vary greatly in disordered solid solution and in
precipitate. This difference can lead to a significant
difference in the number of jumps per atom in the
experiment compared to that calculated using the
experimental self-diffusion coefficient.

To verify this assumption, additional calculations
were performed in which the self-diffusion coefficient
in CCFN and, accordingly, the number of jumps per
atom were increased by 10 times. In Fig. 8a these
results are shown by circles. According to the data
obtained, the temperature at which the maximum of
the order parameter −αNi–Ni is reached decreased by
40 K. Thus, the kinetics of precipitate formation in the
calculations strongly depends on the rate of diffusion
processes. Therefore, in order to achieve better agree-
ment with experimental data, it is necessary to take
into account the dependence of the migration energy
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on the local surrounding. To study the formation of
ordered structures in irradiated samples, similar cal-
culations were performed. In these calculations, the
contribution to diffusion from vacancies formed
during electron irradiation was taken into account:

(8)
where Dthermal is the thermal self-diffusion coefficient,
which was used above, f is the correlation factor, DV
and cV are the diffusion coefficient and concentration
of vacancies in an irradiated sample, respectively. The
vacancy diffusion coefficient was calculated from the
self-diffusion coefficients published in [63, 64]. In
[65], the enthalpy of vacancy formation was deter-
mined as the arithmetic mean of the vacancy forma-
tion enthalpy for each element (Co, Cr, Fe, and Ni).

Figure 8b shows the calculation results. We can see
from the figure that for the irradiated sample, a notice-
able growth in electrical resistance (triangles) starts at
330 K and reaches a maximum at 600 K. With increas-
ing temperature, the electrical resistance remains con-
stant up to 730 K, at higher temperatures the electrical
resistance decreases. In calculations performed using
the self-diffusion coefficient from [64] (circles) and
[63] (squares), a noticeable increase in the order
parameter occurs at 350 and 400 K, respectively. In
both calculations, the maximum value of the order
parameter is reached at 500 K. This means that the
formation of precipitates in the experiments occurs in
a wider temperature range than in the calculations.
Nevertheless, the performed calculations predict with
high accuracy the characteristic formation tempera-
tures of the Ni–Cr precipitates.

At temperatures above 500 K, more than 106 jumps
per atom occur in the system. This is sufficient to
achieve the state of thermodynamic equilibrium in the
system. Therefore, the order parameter will corre-
spond to a thermodynamically equilibrium value
(rhombs) at temperatures above 500 K. As we can see
in the graph, the order parameter is a slowly decreas-
ing function at temperatures from 600 to 1000 K. This
means that, according to the calculations, Ni4Cr pre-
cipitates gradually dissolve in this temperature range.
Using these results, it is possible to determine only the
characteristic temperature of dissolution of the precip-
itates. We assume that at this temperature the order
parameter has the average value between the maxi-
mum and minimum ones −αNi–Ni, which is reached in
this temperature range. Thus, the characteristic decay
temperature of the Ni4Cr precipitates is about 800 K.

On the other hand, from experimental data it fol-
lows that the dissolution of precipitates takes place in
a narrow temperature range. This can be seen from the
drastic drop in electrical resistance at 770 K. Thus, the
characteristic dissolution temperature of the Ni4Cr
precipitates in the calculations is close to the experi-
mental temperature of the electrical resistance drop.
However, in the calculations, the dissolution of pre-

= +irrad thermal ,V VD D fD c
PHY
cipitates occurs in a wider temperature range than in
the experiment.

4. CONCLUSIONS
In this work, we studied the processes of formation

of secondary phase precipitates in high-entropy alloys
based on Co, Cr, Fe, Ni, and Mn. The experimental
part of the work includes studies of the alloy micro-
structure by atom probe tomography (APT), as well as
measurements of isochronal annealing curves of resid-
ual electrical resistance. The theoretical part of the
study involves multiscale modeling of evolution of the
CoCrFeNi atomic structure. For this purpose, a data-
base of the results of quantum mechanical calculations
was created. On this basis, the low-ranking inter-
atomic interaction potential was parametrized, which
was then used in the calculations by the Monte Carlo–
Metropolis method.

The analysis of the initial state of the CoCrFeMnNi
system performed using APT did not reveal visually
detectable precipitates. However, an increase in elec-
trical resistance during isochronal annealing indicates
the formation of electron scattering centers at tem-
peratures up to 770 K. The results of theoretical stud-
ies showed the formation of Ni2Cr and Ni4Cr precipi-
tates in the CoCrFeNi system decaying at 600 and
800 K, respectively.

The calculations also made it possible to reproduce
dependence of electrical resistance during isochronal
annealing. For the irradiated sample, the characteris-
tic formation and decay temperatures of precipitates
determined in the calculations are close to experimen-
tal values. For the unirradiated sample, calculations
predict a higher precipitate formation temperature
than that observed in the experiment. This difference
can be caused by the dependence of the vacancy
migration barrier on the local surrounding, which was
not accounted for in this work.

Thus, in this work, we developed a calculation
technique that enables performing multiscale model-
ing of multicomponent systems on experimentally
achievable spatial and temporal scales. This technique
was verified on the CoCrFeNi high-entropy alloy. The
calculation results were shown to agree with experi-
mental data.
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